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Abstract. It is a public service that states defend their countries against internal and external threats. Military expenditures are made to this end. Although military expenditures contribute to economy, a safe environment is important for economic development. Military expenditures hold an important place within overall expenditures of countries. Although military expenditures and their share within GDP differ, they hold an important place within total public expenditures of countries. However, there aren’t many studies on military expenditures in literature. We tested the convergence hypothesis of military expenditures for NATO countries covering a period from 1953 to 2014 by using linear and nonlinear unit root tests. According to the findings, the conclusion is that the military expenditures of Germany, Greece, Portugal, the UK and Luxembourg converge to the NATO mean whereas the convergence hypothesis does not hold true for other NATO countries.
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1. Introduction

When we examine the last 30 years, we see that there is significant work on countries’ defense services and expenditures. While there is increase in military expenditures of many relatively developed countries, there is decrease in military expenditures of small developing countries for financial reasons. Reasons such as financial structure, internal and external threats, the legitimacy of state etc. are the issues that still make military expenditures important.

In general terms, defense planning is the process of establishing a defense policy for a state and pursuing relevant objectives through the involvement of the military on the international and/or internal arena, the distribution of defense resources, and the development of domestic interinstitutional systems of cooperation. This system is very important due to its impact on the role and tasks of armed forces or, more precisely, on their insertion into overall governing principles and practices. (Maior and Matei, 2003, pp. 60-61). Countries need to attach importance to defense planning in order to ensure that there is democracy and good administration. Therefore, military expenditures, how such expenditures are to be made and the share of military expenditures within GDP are important issues.

Military expenditures are generally viewed as public investment while others view it as a socially costly enterprise that displaces investment in social welfare. When available resources are no longer sufficient to meet public program demands, the program competes for budgetary allocations. The trade-off relationship among health, education, and military expenditures and the major components of government budgets cause one program to win and the others to lose. (Lin et al., 2015, p. 33).

Table 1. NATO countries economic and defence expenditure data

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Defence Expenditure of NATO Countries (US Dollars- Current Prices)</td>
<td>1044470</td>
<td>996595</td>
<td>968585</td>
<td>942915</td>
<td>993254</td>
</tr>
<tr>
<td>Defence Expenditure of NATO Countries (US Dollars- 2010 Prices)</td>
<td>1011615</td>
<td>965443</td>
<td>919486</td>
<td>883606</td>
<td>958771</td>
</tr>
<tr>
<td>Gross Domestic Product per capita in US Dollars (Deflated by PPP)</td>
<td>38415</td>
<td>39240</td>
<td>40083</td>
<td>41256</td>
<td>39206.2</td>
</tr>
<tr>
<td>Gross Domestic Product per capita in US Dollars (2010 Prices and Exchange Rates)</td>
<td>37443</td>
<td>37615</td>
<td>37892</td>
<td>38427</td>
<td>37667</td>
</tr>
<tr>
<td>Defence Expenditure per capita in US Dollars (2010 Prices and Exchange Rates)</td>
<td>1116</td>
<td>1060</td>
<td>1004</td>
<td>960</td>
<td>1052.8</td>
</tr>
<tr>
<td>Armed Forces - Military (Thousands)</td>
<td>3497</td>
<td>3423</td>
<td>3397</td>
<td>3322</td>
<td>3442.2</td>
</tr>
<tr>
<td>Defence Expenditures as a Percentage of Gross Domestic Product (Current Prices)</td>
<td>3</td>
<td>2.8</td>
<td>2.7</td>
<td>2.5</td>
<td>2.8</td>
</tr>
<tr>
<td>Defence Expenditures as a Percentage of Gross Domestic Product (2010 Prices)</td>
<td>3</td>
<td>2.8</td>
<td>2.7</td>
<td>2.5</td>
<td>2.8</td>
</tr>
<tr>
<td>Armed Forces - Military and Civilian Personnel as a Percentage of Labour Force</td>
<td>1.1</td>
<td>1.1</td>
<td>1.1</td>
<td>1</td>
<td>1.08</td>
</tr>
</tbody>
</table>


Table 1 shows the data on the total economic and defence expenditures of NATO countries. When one examines the table, it can be seen that there is decrease in the military expenditures of NATO countries. Likewise, the share of defence expenditures
within GDP is also in decline. The table also shows that although per capita GDP values have increased over the course of years, per capita defence expenditures have decreased. The table also shows that there is decrease in the number of military forces in recent years.

Doctrine transformation and the behavior of NATO as an international alliance known as the response of NATO members have been examined through changes in defence expenditures. The distribution of defence expenditures among NATO members varies and thus raises questions about each nation’s role in the collective defense effort that is the raison d’être of a military alliance. Since its establishment in 1949, NATO has adopted three distinct defense doctrines, namely Mutually Assured Destruction (MAD), Flexible Response, and Crisis Management. These distinct defense strategies should have had an impact on the level and distribution of contributions to the common defense. (Amara, 2008, pp. 449-450).

There are only a few studies on military expenditures in literature. One of the most important reasons for this is the fact that it is difficult to have access to defense data. There are empirical studies on the relationship between military expenditures and economic growth in literature. However, there are also empirical studies using linear and nonlinear methods to examine the convergence of military expenditures of the NATO established for the purpose of military alliance and defense.

The convergence hypothesis that has been the subject of numerous studies especially since 1980s is one of the important outcomes of the neoclassic growth theory and advocates that it will rule out income differences in general and that relatively poorer countries will converge to richer countries.

The neoclassical growth model, introduced by Solow (1956), has had a profound impact on the way in which economists define and conceptualize long-run interrelationships between macroeconomies. Economic growth is attributed to the joint impact of exogenous technical change and capital deepening on an economy with concave short-run production opportunities and thus the neoclassical model makes very strong predictions concerning the behavior of economies over time. In particular, given a microeconomic specification of technologies and preferences, per capita output in an economy will converge to the same level regardless of initial capital endowments. When different economies are compared, this means that differences in per capita output for economies with identical technologies and preferences will be transitory (Bernard and Durlauf, 1996, pp. 161-162).

The concept of convergence can be classified in general as beta (β) and sigma (σ) convergence. There are also concepts such as conditional and unconditional convergence, global or regional convergence, deterministic or scholastic convergence, total factor efficiency or income convergences in literature. All of these different concepts of convergence were not apparent from the very beginning at all. Research on convergence went through several stages, and it is only with time that these different definitions emerged and gained credit. Convergence research has also seen the use of different methodologies, which may be classified broadly. These methodologies are informal
cross-section approach, formal cross-section approach, panel approach, time-series approach, and distribution approach. (Islam, 2003, p. 312). Among the abovementioned methods, the linear and nonlinear time series technique is the one used most commonly.

The use of linear and nonlinear time series methods or parallel data methods recently in convergence analysis has led to differentiation between deterministic and stochastic convergence. Stochastic convergence investigates whether there is a relationship between the permanent actions taken in a country’s per capita production level and the permanent actions taken in another country’s per capita production level (Bernard and Durlauf, 1991). Unit root tests are often used to test stochastic convergence analysis empirically.

Lau, Demir and Bilgin (2016) analyzed the convergence of military expenditures for 37 countries in their study. According to the results of the analysis made using nonlinear panel unit root test, 53 percent of the countries converge to the global mean of military expenditures, 39 percent converge to the military expenditures of Germany, 33 percent to the military expenditures of China, 22 percent to the military expenditures of the USA and 11 percent to the military expenditures of Russia.

The basic purpose of the study is to contribute to literature by carrying out an empirical analysis on the military expenditures of NATO countries since such a study does not exist and since the purpose is to identify discrepancies. The goal of the study is to make recommendations to the countries in which there is no convergence to change their economic policies. The basic problem encountered in the unit root tests frequently used in convergence analyses is to choose the right test. In this respect, the unit root test the structure of which is suitable will be chosen in order not to obtain any deviating results. The test introduced by Harvey et al. (2008) to literature will be used to examine the linearity or nonlinearity of series. The reason why this test is preferred is because it offers the basic advantage that variables are not influenced by their level of stationarity. Once the structure of relevant series is identified, relevant unit root tests will be applied to investigate the existence of convergence.

The methodology and the data set to be used in the empirical part of the study is going to be introduced in the second part and the third part is going to concentrate on the empirical results of the military expenditure convergence. The conclusion and the policy proposals are going to constitute the last part.

2. Data and methodology

The data used in this study that investigates the convergence of military expenditures among NATO countries are the annual data covering the years 1953-2014. The data used in this study were obtained from the database of the Stockholm International Peace Research Institute (Sipri). The data to be used after the studies investigating stochastic convergence were calculated as \( \bar{y}_n = \ln(m_{e_{ij}} / m_{e_{j,i}}) \). In this study, \( \bar{y}_n \) indicates military expenditure between relevant country and that country’s mean, \( m_{e_{ij}} \) indicates \( i \) country’s military expenditure and \( m_{e_{j,i}} \) indicates total military expenditure.
In the 20th century, linear models have been the focus of mostly theoretical and applied econometrics. It was only starting from 1990s that nonlinear models were greatly developed, also under the stimulus of economic theory that frequently suggested nonlinear relationships between variables. Consequently emerged the interest in testing whether or not a single or a group of economic series could be generated by a linear model against the alternative that they were nonlinearly related instead.

Linear models have the advantage of being undoubtedly simple and intuitive. However, they also have several limitations, some of which can be overcome via nonlinear modeling. These limitations are as follows: linear models cannot allow for strong asymmetries in data, they are not suitable for data characterized by sudden and irregular jumps, they neglect nonlinear dependence, they are useful for prediction and they are not suitable for series which are not time reversible. In addition, a failure to recognize and deal with the presence of nonlinearity in generating a mechanism of a time series can often lead to poor parameter estimates and to models which miss important serial dependencies altogether (Bisaglia and Gerolimetto, 2014, p. 1). Therefore, linear and nonlinear structure should be investigated for the corresponding time series.

In theoretical and empirical econometric studies, investigating linearity is one of the crucial issues. McLeod-Li (1983), Keenan (1985), Tsay (1986), Brock, Dechert and Scheinkman (1987) and Harvey and Leybourne (2007) are those who developed linearity tests in the last 30 years. The classic linearity tests are based upon the assumption that the variables are $I(0)$ or $I(1)$ processes. This issue is especially problematic in empirical studies. Therefore, the recent contribution by Harvey et al. (2008) proposes a new linearity test which can be applied either to $I(0)$ or $I(1)$ processes. This study proposes a Wald test when the order of integration is unknown, which is a weighted average of the Wald tests for the null of linearity when the variable is known to have a unit root and when it is known to be stationary (Cuestas et al., 2012, p. 9).

Harvey et al. (2008), at first, is a nonlinear AR(1) model for the $I(0)$ series $y_t$, $t = 1, \ldots, T$ where $T$ is the sample size and the following $y_t$ time series is estimated:

$$y_t = \mu + u_t$$

$$u_t = \rho u_{t-1} + \delta f(u_{t-1}, \theta)u_{t-1} + \varepsilon_t$$  \hspace{1cm} (1)

where $\rho$, $\delta$ and using function $f(., \theta)$ are chosen such that $u_t$ is globally stationary. In (1), $\varepsilon_t$ is a zero mean iid white noise process. The function $f(., \theta)$ is assumed to admit a Taylor series expansion around $\theta = 0$, thus model (1) is approximated to the second order by

$$u_t = \delta_1 u_{t-1} + \delta_2 u_{t-1}^2 + \delta_3 u_{t-1}^3 + \varepsilon_t$$  \hspace{1cm} (2)

Model (2), the null hypothesis of linearity and alternative hypothesis of nonlinearity, can be represented respectively as
$H_{0,0} : \delta_2 = \delta_3 = 0$

$H_{1,0} : \delta_2 \neq 0$ \textit{and/or} $\delta_3 \neq 0$

where $H_{1,0}$ indicates a hypothesis under the assumption of $y_t$ being $I(0)$. Under these conditions $y_t$ becomes

$$y_t = \beta_0 + \beta_1 y_{t-1} + \beta_2 y_{t-1}^2 + \beta_3 y_{t-1}^3 + \epsilon_t \quad (3)$$

In this case, the null hypothesis and alternative hypothesis are as follows:

$H_{0,0} : \beta_2 = \beta_3 = 0$

$H_{1,0} : \beta_2 \neq 0$ \textit{and/or} $\beta_3 \neq 0$

Under these restrictions, the standard Wald statistics for testing are as follows:

$$W_0 = T \left( \frac{RSS'_0}{RSS'_w - 1} \right)$$

where $RSS'_w$ denotes the residual sum of squares from the unrestricted OLS regression in (3) and $RSS'_0$ is a restricted ordinary least square (OLS) regression imposing $\beta_2 = \beta_3 = 0$ in (3), then

$$y_t = \beta_0 + \beta_1 y_{t-1} + \epsilon_t \quad (4)$$

$W_0$ will follow an asymptotically $\chi^2$ distribution under the null $H_{0,0}$.

The nonlinear AR(1) model for an $I(1)$ series admits the following first differences of $y_t$,

$$y_t = \mu + \delta_t$$

$$\Delta u_t = \phi \Delta u_{t-1} + \lambda f(\Delta u_{t-1}, \theta) \Delta u_{t-1} + \epsilon_t \quad (5)$$

in which $\phi$, $\lambda$ and the function $f(\cdot, \theta)$ are again chosen such that $\Delta u_t$ is globally stationary. The function again allows for a Taylor series expansion around $\theta = 0$, the model (5) can be approximated to the second order by

$$\Delta u_t = \lambda_1 \Delta u_{t-1} + \lambda_2 (\Delta u_{t-1})^2 + \lambda_3 (\Delta u_{t-1})^3 + \epsilon_t \quad (6)$$

Model (6), the null hypothesis of linearity and alternative hypothesis of nonlinearity, can be represented respectively as:

$H_{0,1} : \lambda_2 = \lambda_3 = 0$
$H_{1,1} : \lambda_2 \neq 0$ and/or $\lambda_3 \neq 0$

where $H_{1,1}$ indicates a hypothesis under the assumption of $y_t$ being $I(1)$. Under these conditions with $\Delta y_t = \Delta u_t$, $y_t$ becomes

$$\Delta y_t = \lambda_1 \Delta y_{t-1} + \lambda_2 (\Delta y_{t-1})^2 + \lambda_3 (\Delta y_{t-1})^3 + \varepsilon_t$$  \hspace{1cm} (7)

The corresponding Wald statistics for (7) is

$$W_1 = T \left( \frac{RSS'_u}{RSS'_i} - 1 \right)$$

where $RSS'_u$ denotes the residual sum of squares from the unrestricted OLS regression in (7) and $RSS'_i$ is a restricted OLS regression imposing $\lambda_2 = \lambda_3 = 0$ in (7). $W_1$ follows an asymptotically $\chi^2$ distribution under the null $H_{0,1}$.

Harvey et al. (2008) offers a weighted average of $W_0$ and $W_1$ statistics:

$$W_\lambda = \{1 - \lambda\} W_0 + W_1$$  \hspace{1cm} (8)

In (8), $\lambda$ is a function that converges in probability to zero when $y_t$ is $I(0)$ and to one when $y_t$ is $I(1)$. $W_\lambda$ is asymptotically distributed as $\chi^2_2$. Harvey et al. (2008) investigate the finite sample size and power behavior of this linearity test by using the Monte Carlo simulation. The Monte Carlo simulation shows clearly $W_\lambda$ that the tests with finite sample properties (size and power) are the best performing and favorable tests.

The KSS test is based on the assumption that mean reversion is symmetrical. This assumption means that negative and positive deviations have got the same impact. Sollis (2009) further extended the scope of this assumption and developed a new test procedure that allows for symmetrical or asymmetrical nonlinear adjustments. In this test, the speed of mean reversion will be different depending on the sign of the shock, not only the size (Cuestas and Ramlogan-Dobson 2013). The model to be used for the test advocated by Sollis (2009) is as follows;

$$\Delta y_t = G(y_1, y_{t-1}) [S_t(y_2, y_{t-1}) \rho_1 + (1 - S_t(y_2, y_{t-1})) \rho_2] y_{t-1} +$$

$$+ \sum_{i=1}^{k} k_i \Delta y_{t-i} + \varepsilon_i$$  \hspace{1cm} (9)

Here $G(y_1, y_{t-1}) = 1 - \exp(-y_1 (y_{t-1}^2))$ with $y_1 \geq 0$ and $S_t(y_2, y_{t-1}) = \{1 + \exp(-y_2 y_{t-1})\}^{-1}$ with $y_2 \geq 0$. As it is the case in the Sollis (2009) KSS test, the model is going to look as follows by using the Taylor approximations.

$$\Delta y_t = a(\rho_2^2 - \rho_1^2) y_1 y_2 y_{t-1} + \rho_2 y_1 y_{t-1}^2 + \eta_i$$  \hspace{1cm} (10)
Where $\rho_1^*$ and $\rho_2^*$ are linear functions of $\rho_1$ and $\rho_2$. Where $\alpha = 1/4$, which can be written as:

$$\Delta y_t = \phi_1 y_{t-1}^3 + \phi_2 y_{t-1}^4 + \eta_t$$ (11)

Where $\phi_1 = \rho_2^* y_1$ and $\phi_2 = \alpha(\rho_2^* - \rho_1^*)y_1 y_2$. An augmented version is

$$\Delta y_t = \phi_1 y_{t-1}^3 + \phi_2 y_{t-1}^4 + \sum_{i=1}^{k} k_i \Delta y_{t-i} + \eta_t$$ (12)

Where $y_t$, similar to the KSS test, is raw, demeaned or detrended data. The null hypothesis of nonstationarity is $H_0: \phi_1 = \phi_2 = 0$. Sollis (2009) derives the asymptotic distribution of an F test of $H_0: \phi_1 = \phi_2 = 0$ showing it to be a nonstandard function of Brownian motions. The test statistic can be written as follows:

$$F = \left( R\beta - r \right) \left[ \hat{\sigma}^2 R \{ \sum_t x_t x_t' \}^{-1} R' \right]^{-1} \left( R\beta - r \right) / m$$ (13)

The critical values of F statistics are tabulated by Sollis (2009). When the null hypothesis is rejected, the null hypothesis of symmetric ESTAR, $H_0: \phi_2 = 0$, can be tested against the alternative of asymmetric ESTAR, $H_0: \phi_2 \neq 0$, by means of a standard hypothesis test. For standard F critical values to be applicable for this test, $\phi_1 < 0$, so that the series is stationary under the null being tested (Sollis, 2009).

In empirical econometrics studies, researchers developed structural unit root tests with different specifications to investigate the presence of unit root. Perron (1989) firstly generated exogenous structural unit root tests. Many other different structural unit root tests have been developed in time. In literature various structural unit root tests suffer from severe spurious rejections in finite samples when a break is present under the null hypothesis(1) (Narayan and Popp, 2010:1426).


Narayan and Popp (2010) test has got two different specifications for both of the trending data. While one of them allows for two breaks in level (M1), the other allows for two breaks in level as well as slope (M2). The specifications of M1 and M2 models differ from one another in how the deterministic component, $d_t$, is defined,

$$d_{t}^{M1} = \alpha + \beta t + \Psi' (L) (\theta_1 D U'_{1,t} + \theta_2 D U'_{2,t})$$

$$d_{t}^{M2} = \alpha + \beta t + \Psi' (L) (\theta_1 D U'_{1,t} + \theta_2 D U'_{2,t} + \gamma_1 D T'_{1,t} + \gamma_2 D T'_{2,t})$$ (14)

$$D U'_{i,t} = 1(t > T_{0,i}), \quad D T'_{i,t} = 1(t > T_{0,i})(t - T_{0,i}), \quad i = 1, 2.$$

where $T_{0,i}, i = 1, 2$ denote the true break dates. $\theta_i$ and $\gamma_i$ indicate the magnitude of the level and slope breaks, respectively. The IO-type test equation for M1 model is as follows:
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\[ y_t^{M1} = \rho y_{t-1} + \alpha_1 + \beta^r t + \theta_1 D(T^r_{B})_{1,t} + \theta_2 D(T^r_{B})_{2,t} + \delta_1 D U^r_{t-1} + \delta_2 D U^r_{2,t-1} + \sum_{j=1}^{K} \beta_j \Delta y_{t-j} + e_t \]  

(15)

with \( \alpha_1 = \Psi^*(1)^{-1}[(1 - \rho)\alpha + \rho \beta] + \Psi^*(1)^{-1}(1 - \rho)\beta \), \( \Psi^*(1)^{-1} \) being the mean lag, \( \beta^r = \Psi^*(1)^{-1}(1 - \rho) \beta \), \( \phi = \rho - 1 \), \( \delta_i = -\phi \theta_i \) and \( D(T^r_{B})_{i,t} = 1(t = T^r_{B,i} + 1), i = 1,2 \). \( D U^r_{i,t} = 1(t > T^r_{B,i}), D T^r_{i,t} = 1(t > T^r_{B,i})(t - T^r_{B,i}), i = 1,2 \). The IO-type test equation for M2 model is as follows:

\[ y_t^{M2} = \rho y_{t-1} + \alpha^* + \beta^r t + \kappa_1 D(T^r_{B})_{1,t} + \kappa_2 D(T^r_{B})_{2,t} + \delta_1^* D U^r_{t-1} + \delta_2^* D U^r_{2,t-1} + \gamma_1^* D T^r_{1,t-1} + \gamma_2^* D T^r_{2,t-1} + \sum_{j=1}^{K} \beta_j \Delta y_{t-j} + e_t \]  

(16)

In this equation, \( \kappa_i = (\theta_i + \gamma_i) \), \( \delta_i^* = (\gamma_i - \phi \theta_i) \) and \( \gamma_i^* = -\phi \gamma_i \) \( i = 1, 2 \). In order to test the unit root null hypothesis of \( \rho = 1 \) against the alternative hypothesis of \( \rho < 1 \), the \( t \)-statistics of \( \rho \) denote \( t_\rho \). The break dates are selected using the sequential procedure proposed by the Narayan and Popp (2010) test and appropriate critical values as provided in the Narayan and Popp (2010) paper are used to test the hypothesis for unit root (Salisu and Mobolaji, 2013, p. 172). Narayan and Popp (2010) tabulated their test critical values for M1 and M2 models.


3. Empirical results

In the first part of this study that investigates military expenditures in NATO countries, the test developed by Harvey et al. (2008) that offers the basic advantage of not being influenced by the stationarity levels of variables was used and the results are tabulated in Table 2.

<table>
<thead>
<tr>
<th>Country</th>
<th>Harvey Stat</th>
<th>Country</th>
<th>Harvey Stat</th>
</tr>
</thead>
<tbody>
<tr>
<td>Canada</td>
<td>0.15</td>
<td>Italy</td>
<td>0.78</td>
</tr>
<tr>
<td>USA</td>
<td>4.11</td>
<td>Luxembourg</td>
<td>3.3</td>
</tr>
<tr>
<td>Belgium</td>
<td>10.52**</td>
<td>Netherlands</td>
<td>4.26</td>
</tr>
<tr>
<td>Denmark</td>
<td>1.81</td>
<td>Norway</td>
<td>7.52**</td>
</tr>
<tr>
<td>France</td>
<td>3.7</td>
<td>Portugal</td>
<td>5.41***</td>
</tr>
<tr>
<td>Germany</td>
<td>38.7*</td>
<td>Turkey</td>
<td>5.05***</td>
</tr>
<tr>
<td>Greece</td>
<td>6.21**</td>
<td>UK</td>
<td>9.58*</td>
</tr>
</tbody>
</table>

Note: The symbols *, ** and *** mean rejection of the null hypothesis of linearity at the 1%, 5% and 10% respectively. Harvey et al. (2008) test critical values, 9.21, 5.99 and 4.60 respectively.
According to the linearity test results in Table 2, Belgium, Germany, Greece, Norway, Portugal, Turkey and the UK series display nonlinear characteristics. The unit root test advocated in the study by Sollis (2009) was used for these countries and the results are given in Table 3.

### Table 3. Nonlinear unit root tests results

<table>
<thead>
<tr>
<th>Country</th>
<th>( k )</th>
<th>( H_0 : \phi_1 = \phi_2 = 0 )</th>
<th>( H_0 : \phi_1 = 0 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Belgium</td>
<td>2</td>
<td>1.419173</td>
<td>0.05876</td>
</tr>
<tr>
<td>Germany</td>
<td>3</td>
<td>21.03265*</td>
<td>4.30299**</td>
</tr>
<tr>
<td>Greece</td>
<td>1</td>
<td>4.595211***</td>
<td>1.41139</td>
</tr>
<tr>
<td>Norway</td>
<td>2</td>
<td>2.811195</td>
<td>0.60443</td>
</tr>
<tr>
<td>Portugal</td>
<td>1</td>
<td>12.84718*</td>
<td>3.92743***</td>
</tr>
<tr>
<td>Turkey</td>
<td>1</td>
<td>1.264721</td>
<td>0.01959</td>
</tr>
<tr>
<td>UK</td>
<td>1</td>
<td>4.843415***</td>
<td>0.38328</td>
</tr>
</tbody>
</table>

**Note:** The symbols *, ** and *** mean rejection of the null hypothesis of unit root at the 1%, 5% and 10%, respectively.

According to the Sollis (2009) nonlinear unit root test result provided in Table 3, the results indicate stationarity for Germany, Greece, Portugal and the UK, in other words military expenditures converge to the mean. The presence of the impact of asymmetry for these countries the unit root null hypothesis for which was rejected could be tested by \( H_0 : \phi_2 = 0 \). As the table indicates, the symmetrical ESTAR nonlinearity was rejected for Germany and Portugal under the null hypothesis. Therefore, there is asymmetrical ESTAR nonlinearity in these countries.

The unit root test with structural break introduced into literature by the Narayan and Popp (2013) study was used for Canada, the USA, Denmark, France, Italy, Luxembourg and the Netherlands, in other words the countries the linearity of which has been identified and the results are tabulated in Table 4.

### Table 4. Linear unit root tests results with two options

<table>
<thead>
<tr>
<th>Country</th>
<th>( k )</th>
<th>( \text{t-statistic} )</th>
<th>TB1</th>
<th>TB2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Canada</td>
<td>1</td>
<td>-2.921</td>
<td>1965</td>
<td>1982</td>
</tr>
<tr>
<td>USA</td>
<td>1</td>
<td>-2.535</td>
<td>1965</td>
<td>1991</td>
</tr>
<tr>
<td>Denmark</td>
<td>4</td>
<td>-3.108</td>
<td>1965</td>
<td>1990</td>
</tr>
<tr>
<td>France</td>
<td>1</td>
<td>-2.111</td>
<td>1965</td>
<td>1990</td>
</tr>
<tr>
<td>Italy</td>
<td>4</td>
<td>0.2438</td>
<td>1990</td>
<td>1995</td>
</tr>
<tr>
<td>Luxembourg</td>
<td>0</td>
<td>-4.239***</td>
<td>1966</td>
<td>2000</td>
</tr>
<tr>
<td>Netherlands</td>
<td>0</td>
<td>-1.989</td>
<td>1965</td>
<td>1983</td>
</tr>
</tbody>
</table>

**Note:** The symbols *, ** and *** mean rejection of the null hypothesis of unit root at the 1%, 5% and 10%, respectively.

According to the results of the Narayan and Popp (2013) unit root test with structural break, only the military expenditures of Luxembourg converge to the mean.

### 4. Conclusions

The nonlinearity test developed by Harvey et al. (2008) was used in the first part of this study that investigates the convergence of the military expenditures of the NATO countries between 1953-2014. The nonlinearity of Belgium, Germany, Greece, Norway,
Portugal, Turkey and the UK series were identified by using this test and the Sollis (2009) test was used to test the validity of the convergence hypothesis. According to the findings of this test, the military expenditures of Germany, Greece, Portugal and the UK converge to the NATO mean. The convergence hypothesis was tested using the Narayan and Popp (2013) test for Canada, the USA, Denmark, France, Italy, Luxembourg and the Netherlands the linearity of which were identified. These findings show that the military expenditure policies of the countries for which the convergence hypothesis does not apply should be reviewed.
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