Analysis of Main Economic Factors Influence on Romanian Tourists Number Accommodated in Romania, using Anova Method
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Abstract. Now, it is indisputable the role, increasingly important, that tourism plays in economic and social development. This is reflected particularly through the tourism movement, which by generating revenue contributes to the creation of GDP.

Size of tourist movement can be expressed through the following indicators: number of tourists, the number of check-in for nights, average length of holiday, density of tourist movements, the relative preference for travel, the revenue and the average number of tourists.

The aim of this paper is to identify the main influence of economic factors – total income of households and consumer price indices, registered in Romania in the period 2001-2007 –, on the evolution Romanian tourists number accommodated in Romania, using the dispersion analysis method ANOVA.
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1. Introduction

Considered social-economic phenomenon specific to modern civilization, in recent decades, tourism has become one of the most important economic activities.

As demand for products in general, demand for services depends on a number of factors, and is derived from the consumer behavior which, under the restrictions of its budget, wants to maximize utility.

In literature, the experts grouped the factors that influence tourist’s movement in leisure, income, offer and motivation. In practice however, the number of these factors is greater. The main economic factors which influence the demand for tourist products, respectively tourist movement are income and prices/tariffs.

Considered the main condition of tourist’s movement existence, revenues are influencing the size and frequency with which it is manifested tourism demand. Hicks, in Value and Capital paper, introduce the concept of dynamic economic equilibrium. It emphasizes that any action is changed continuously by its effects, changing conditions generating the modification of equilibrium.

Prices and tariffs are another factor stimulating tourism. Prices and tourism demand are interrelated, due to tourism movement instability, the rigidity of supply, different manifestation of segments of customers.

Commensurable methods of the phenomena make possible the concrete assesses of hypostasis registered at micro and macroeconomic levels. It is necessary to describe each examined situation, the comparison between two or more collectivities and analysis the influence of involved factors.

A method of dispersion analysis is the ANOVA method – Analysis of Variance – contoured by A. Fisher, involving grouping and studying interdependent that occurs during the event of economic phenomena and processes. Study of these connections involves building a regression model.

2. Defining econometric model

Due to permanent changes taking place at both macro and microeconomic, is necessary description and analysis of economic and social phenomena and processes and analyze the influence of factors which, in time, may change them. To highlight the degree of influence of different factors may apply multifactorial regression model, respectively dispersion analysis method ANOVA – Analysis of Variance.

ANOVA method implies defining a regression model, which involves: determining the regression equation, testing the validity of the regression model, establishment and testing correlation, and testing significance and estimation of linear regression model parameters on confidence intervals.

The identification of regression equation which shapes the link between the analyzed characteristics implies:
- identify variables: $x_i$ and $y_i$
  - $x_i$ – factorial variables;
  - $y_i$ – resultant variables.
- estimate parameters of linear regression model.

Linear regression model, where the analysis to be done, is based on linear regression equation, which is:

$$y_i = b_0 + b_1 \times x_{i1} + b_2 \times x_{i2}.$$  \hspace{1cm} (1)

Parameters are determined, as with unifactorial model of linear regression, applying the least squares method. From the first order conditions, it is obtained the linear equations system:
Testing the validity of the regression model can be achieved with the ANOVA dispersion analysis method. This implies going through the following steps:

- establishing assumptions:
  - Null hypothesis – $H_0$: the model is not valid
  - Alternative hypothesis – $H_1$: the model is valid.
- applies F test (Fisher Snedecor) in relation to data;
- is set the significance á limit and it is obtained the rejection limit;
- determine the statistics of F test;
- it takes final decision in testing the validity of the model depending on the $F_c$ value:
  - if $F_c > F_{\alpha,k,n-k-1}$, then $H_0$ is rejected, the regression model is statistically valid;
  - if $F_c < F_{\alpha,k,n-k-1}$, then $H_0$ is considered true, the regression model is not statistically valid.

In statistics, the multiple correlations are used to measure the intensity of the connection between a factorial variable and resultant variable. In econometrics the multiple correlations is introduced also in the phase of linear regression model validation. If the result is closer to 0, the connection is weak (if $R = 0$, between variables is no connection), and a value closer to 1 indicates a stronger connection (if $R = 1$ there is a perfect connection between variables).

Testing significance of linear regression model parameters on confidence intervals has in view the collectivity size, respectively the statistical units observed. Since $n < 30$, it is applied Student test, and if $n > 30$ one applies Z test.

3. Building the regression model

To determine and analyze the degree of dependency between the number of Romanian tourists accommodated in Romania, and total income of households and consumer price indices, it will be applied multiple regression method.

During 2001-2007, in Romania, the analyzed characteristics have registered the following evolution:

<table>
<thead>
<tr>
<th>Years</th>
<th>Romanian tourists number* (thousands tourists)</th>
<th>Total income of households (lei, monthly per household)</th>
<th>Consumer price indices **</th>
</tr>
</thead>
<tbody>
<tr>
<td>2001</td>
<td>3960</td>
<td>521.79</td>
<td>100</td>
</tr>
<tr>
<td>2002</td>
<td>3848</td>
<td>658.51</td>
<td>126.1</td>
</tr>
<tr>
<td>2003</td>
<td>3952</td>
<td>795.09</td>
<td>119.3</td>
</tr>
<tr>
<td>2004</td>
<td>4280</td>
<td>1085.79</td>
<td>112.6</td>
</tr>
<tr>
<td>2005</td>
<td>4375</td>
<td>1212.18</td>
<td>112.7</td>
</tr>
<tr>
<td>2006</td>
<td>4836</td>
<td>1386.32</td>
<td>105.6</td>
</tr>
<tr>
<td>2007</td>
<td>5421</td>
<td>1686.74</td>
<td>102.89</td>
</tr>
</tbody>
</table>

* Romanian tourist’s arrivals in the establishments of touristic reception with functions of touristic accommodation in Romania.
** Paid accommodation at hotel.

Here are the steps followed for dispersion analysis method ANOVA. To facilitate the calculations and problem solving it has been used Excel software.

**Determine the regression equation**

Analyzing characteristics: Romanian Tourist’s number, total income of households and consumer price indices (see Table 1), determine:

- $y_i$ – the number of Romanian tourists (arrivals of Romanian tourists in the establishments of touristic reception with functions of touristic accommodation - thousands tourists)
- $x_{i1}$ – total income of households (lei, monthly per household)
- $x_{i2}$ – consumer price indices (paid accommodation at hotel)

Regression equation for model the link between the variables mentioned is:

$$y_i = b_0 + b_1 \times x_{i1} + b_2 \times x_{i2}.$$

In Table 2, are presented intermediate values necessary for apply the least squares method:

<table>
<thead>
<tr>
<th>Algorithm required for applying least squares method</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Table 2</strong></td>
</tr>
<tr>
<td><strong>Years</strong></td>
</tr>
<tr>
<td>-----------</td>
</tr>
<tr>
<td>2001</td>
</tr>
<tr>
<td>2002</td>
</tr>
<tr>
<td>2003</td>
</tr>
<tr>
<td>2004</td>
</tr>
<tr>
<td>2005</td>
</tr>
<tr>
<td>2006</td>
</tr>
<tr>
<td>2007</td>
</tr>
<tr>
<td><strong>Σ</strong></td>
</tr>
</tbody>
</table>

Knowing that $n = 7$, $\Sigma x_{i1} = 7346.42$, $\Sigma x_{i2} = 779.19$ and $\Sigma y_i = 30672$, the system equations become:

$$\begin{cases} 
7 \times b_0 + 7346.42 \times b_1 + 779.19 \times b_2 = 30672 \\
7346.42 \times b_0 + 8753363.57 \times b_1 + 808888.06 \times b_2 = 33540960.32 \\
779.19 \times b_0 + 808888.06 \times b_1 + 87251.46 \times b_2 = 3396145.19
\end{cases}$$

Where: $b_0 = 4807.61$, $b_1 = 1.17$ and $b_2 = -14.85$.

Regression line is defined by the next equation: $y_j = 4807.61 + 1.17 \times x_{i1} - 14.85 \times x_{i2}$.

**Testing the validity of the regression model**

To confirm the establishment and use the model the approach was to verify the validity of the method. This is achieved in the following stages of analysis of linear regression model.

The established assumptions are:
- $H_0$: the model is not valid (null hypothesis)
- $H_1$: the model is valid (alternative hypothesis).

To use the F test, compared with the data was applied EXCEL software. The values obtained, necessary for analysis of the validity of regression model, are:

<table>
<thead>
<tr>
<th>ANOVA table with the necessary value for analysis the regression model</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Table 3</strong></td>
</tr>
<tr>
<td><strong>ANOVA</strong></td>
</tr>
<tr>
<td>Df</td>
</tr>
<tr>
<td>-----</td>
</tr>
<tr>
<td>Regression</td>
</tr>
<tr>
<td>Residual</td>
</tr>
<tr>
<td>Total</td>
</tr>
</tbody>
</table>

Knowing that the probability of occurrence of the results is 95% and the limit of significance $\alpha = 0.05$ it was obtained the limit region of rejection:

$$F_{\alpha;k-1} = F_{0.05;2,4} = 6.94$$
For examined characteristics (Romanian tourists number, total income of households, consumer price indices), $F_c = 37.95923 > F_{c,k,n-k-1} = 6.94$. In this case $H_0$ is rejected; the regression model is statistically valid.

One other element which reflects the validity of the model is Significance F. If the value get for this element is less than 0.05, $H_0$ is rejected. In Table 3 it is shown that Significance F = 0.002505 < 0.05, and the regression model is statistically valid.

**Determining and testing the correlation**

To determine correlation Excel software was used. The values obtained for the correlation (R), R Square ($R^2$), the adjusted R Square ($\overline{R}^2$) and standard deviation of errors ($s_e$) are presented in Table 4:

<table>
<thead>
<tr>
<th>Coefficients</th>
<th>Standard Error</th>
<th>t Stat</th>
<th>P-value</th>
<th>Lower 95%</th>
<th>Upper 95%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>4807.605</td>
<td>907.845</td>
<td>5.295622</td>
<td>0.006105</td>
<td>2287.023</td>
</tr>
<tr>
<td>X Variable 1</td>
<td>1.168771</td>
<td>0.165181</td>
<td>7.075682</td>
<td>0.002105</td>
<td>0.710154</td>
</tr>
<tr>
<td>X Variable 2</td>
<td>-14.8456</td>
<td>7.416283</td>
<td>-2.00175</td>
<td>0.115884</td>
<td>-35.4365</td>
</tr>
</tbody>
</table>

The correlation value (Multiple R) is set to 0.974653, and shows that between the number of Romanian tourists and total income of households, and consumer price indices registered in Romania in the period under review, there is a very strong connection.

$R^2$ is set to 0.9499 and shows that the influence of the two factors (total income of households and consumer price indices) on the number of Romanian tourists accommodated in Romania is 94.99%, the remaining 5.01% is due to other random factors.

The value of standard error is 3165.991, and it shows that points are not placed near the regression right.

**Testing the significance and estimation of parameters for linear regression model on confidence intervals**

Estimators for regression parameters are determined by least squares method, and testing their significance has in view the size of the selected collectivity. Since $n < 30$, it is applied Student test.

In Table 5, an ANOVA table, are given the necessary elements for testing parameters and establish confidence intervals.

<table>
<thead>
<tr>
<th>Coefficients</th>
<th>Standard Error</th>
<th>t Stat</th>
<th>P-value</th>
<th>Lower 95%</th>
<th>Upper 95%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>4807.605</td>
<td>907.845</td>
<td>5.295622</td>
<td>0.006105</td>
<td>2287.023</td>
</tr>
<tr>
<td>X Variable 1</td>
<td>1.168771</td>
<td>0.165181</td>
<td>7.075682</td>
<td>0.002105</td>
<td>0.710154</td>
</tr>
<tr>
<td>X Variable 2</td>
<td>-14.8456</td>
<td>7.416283</td>
<td>-2.00175</td>
<td>0.115884</td>
<td>-35.4365</td>
</tr>
</tbody>
</table>

The above table shows the linear adjusting equation of the connection between indicators:

$$y_i = 4807.61 + 1.17 \times x_{i1} - 14.85 \times x_{i2}$$

The value of $b_0$ is 4807.61 shows that if total income of households is remaining constant, respectively consumer price indices, the number of Romanian tourists accommodated in Romania was set to a value of approximately 4808.

Analyzing the result for t test, $t_c = 5.295622$, and significance threshold $P$-value = 0.006105 < 0.05, we see that free time is statistically significant. This is reflected by the presence of the confidence interval, respectively $2287.023 < b_0 < 7328.188$. 


$b_1$ coefficient value is approximately 1.1688 and shows that by increasing of 1 leu monthly per household, the number of Romanian tourists will increase by approximately 1 tourist. For this coefficient threshold of significance P-value is 0.002105 < 0.05, respectively $t_{b1} = 7.075682 > 2.571 = t_{0.025;5}$, the coefficient is considered statistically significant.

The lower limit of the confidence interval of this parameter is approximately 0.710154, and the upper limit reaches 1.627387.

The coefficient $b_2$ is -14.8456 and it shows that the decrease of 1% of consumer price indices will result in the decrease of the number of Romanian tourists with approximately 15 tourists. The threshold of significance P-value is 0.115884 > 0.05, and the result $t_{b2} = -2.00175 < 2.571 = t_{0.025;5}$ shows that this coefficient is not statistically significant.

4. Conclusions

Analysis carried out on recent developments that took place in the tourism sector reflects the trend of increasing the number of domestic consumers of tourism products.

After testing the validity of the regression model, it was established that this model is statistically valid. Thus, it was observed that between the number of Romanian tourists and total income of households, and consumer price indices registered in Romania in the period under review, there is a very strong connection, correlation has the value 0.974653.

The influence percentage of total income of households and consumer price indices, reflected by R Square, on the number of Romanian tourists accommodated in Romania is approximately 94.99%, the remaining 5.01% being the result of other random factors.

After the analysis performed it was established that the increase of 1 leu monthly per household will cause an increase of the number of Romanian tourists by approximately 1 tourist and the decrease of 1% of consumer price indices will result in the decrease of the number of Romanian tourists with approximately 15 tourists.

Generally, lower prices lead to increased tourism demand (increased tourists number, length of stay, frequency of travel etc.), and vice versa. However practice has shown that price is not the main motivator.

Holders of accommodation units in Romania have seen a growing number of customers, most of them being Romanian tourists. To Romanian tourists are added as a barrier for transit are removed and is created the necessary infrastructure, ever more foreign tourists.
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