Abstract. In this paper we tried to capture the impact of investments and gross value added, but also the impact of the employment on the average wage. The analysis refers to the period 1998-2008 and we are using data on the activities of the Romanian economy. The results of this study confirm the negative influence of the employment, being consistent with the theory. Also, the impact of investments and that of gross value added came out to be positive and significant.
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1. Introduction

The purpose of this paper is to estimate the impact of investments, gross value added and employed population upon the average earnings in Romania, during the period 1998-2008. We used in this analysis 11 activities of the Romanian economy.

This paper contributes to the vast literature on earnings determination. The approaches, however, are very different. For example, Riahi-Belkaoui (1999) empirically tested a net value added-earnings policy model. The model was estimated annually for nonfinancial firms over the period 1976 – 1995, the results being consistent with the role of net value added and the previous level of earnings in the determination of earnings.

Concerning Romania, there is a recent study on earnings determination that tries to capture the dependence of the average wage on the unemployment rate, the number of immigrants and emigrants, the proportion of employees working in industry from the total employees, the proportion of employees working in financial and insurance activities from the total employees and the proportion of part-time employed population from the total employed population. The analysis was conducted over a period of nine years (2000-2008), using a panel data for the 42 counties of Romania. The most important results of the panel data estimation indicated a negative impact of the unemployment rate on wage and a significant positive effect of the immigrants on the average wage.

The paper is organized as follows: Section 2 describes the data and presents a descriptive analysis, Section 3 presents the econometric framework used for this study, while Section 4 presents the econometric model. Section 5 concludes.

2. Data analysis

The variables used in this paper are: the average monthly wage (\(lrwage\)), the employed population (\(lpopoc\)), the gross value added (\(vab\)) and the investments (\(invest\)). In order to ensure the comparability of the data for the econometric analysis, we used the consumer price index to deflate the average monthly wage. All the variables were used in the log form.

The analysis refers to the period 1998-2008. We used a panel data for 11 activities of the Romanian economy, NACE Rev 1. The source of our data was the Romanian National Institute of Statistics (the online database TEMPO).

Analyzing the evolution of the monthly average wage in Romania, for the period 1998-2008, one can observe that the wages have had an upward trend for the entire period. The highest wages are earned in financial intermediation
activity, followed by public administration and defence, transport, storage and communication and education. All these activities have the average wage greater than the national average value. The smallest wages in Romania are earned by workers in hotels and restaurants activity.

![Figure 1. The evolution of the real average wage, 1998-2008](image-url)

Regarding the investments it is very clear that the industry received the largest investments. In 2008, the value of these investments was around 31,632.5 millions RON (5,336.21 millions Ron in 1998 prices), more than two times higher than the next value, registered for wholesale and retail trade activity: 14,438.2 millions RON (2,435.63 millions RON in 1998 prices). Close to the investments in wholesale and retail trade for 2008 we find also the transport, storage and communication activity and the construction activity.

The activities for which the level of investments is low are: education, health and social work, hotels and restaurants and financial intermediation.
The Gross Value Added (GVA) is a measure of the value of goods and services produced in an area, industry or sector of an economy. In the national accounts, GVA is output minus intermediate consumption; it is a balancing item of the national production account.

In Romania, the gross value added is calculated for each of the activities of the national economy. The highest GVA is registered for industry, which is a normal situation. Thus, in 2008, the GVA for industry was 114,873.29 million RON (19378.41 in 1998 prices). The next values are registered for transport, storage and communication activity, commerce activity and construction activity, which benefit also from considerable investments during this period of time.

The activities that generated the lowest GVA were hotels and restaurants and financial intermediation.
Employment includes, according to the methodology of “Household labour force survey”, all the persons aged 15 years and over who carried out an economic activity producing goods or services of at least one hour during the reference period (the week previous to the recording) in order to get income as salaries, payment in kind or other benefits.

From the statistical data we can observe that the employed population in agriculture, hunting and forestry is declining since 1998. The same situation was registered at a different scale for industry. In 1998 were employed 2.6 million persons in industry, compared to 4.3 million persons in agriculture. In 2008, the situation was a little bit changed: in industry were employed 2.2 million persons and in agriculture were 2.7 million persons. Both activities suffered a reduction of employed population, but the decline in agriculture is more obvious.

On the other hand, in wholesale and retail trade and construction we can observe a slight increase of employment.
3. Methodology

A panel data regression differs from a regular time-series or cross-section regression in that it has a double subscript on its variables. The $i$ subscript denotes the cross-section dimension and $t$ denotes the time-series dimension (Baltagi, 2008).

$$y_{it} = a + X_{it} \times b + u_{it}, \quad i = 1, \ldots, N; \quad t = 1, \ldots, T$$

One of the main motivations behind pooling a time series of cross-sections is to widen the database in order to get better and more reliable estimates of the parameters of the model. The simplest poolability test has its null hypothesis the OLS model: $y_{it} = b'x_{it} + \alpha_i + \varepsilon_{it}$ and as its alternative the fixed-effects (FE) model: $y_{it} = a + b'x_{it} + \alpha_i + \varepsilon_{it}$. In other words, we test for the presence of individual effects. In Stata, if we run the `xtreg` command with the `fe` option, we obtain at the bottom of the output the F-test that all $\alpha_i=0$. If we reject the null hypothesis it also means that the OLS estimates are biased and inconsistent.

Most of the panel data applications use a one-way error component model for the disturbances, with: $u_{it} = \alpha_i + \varepsilon_{it}$. There are several different linear
models for panel data. The fundamental distinction between fixed-effects and random-effects models consists in the fact that, in the fixed-effects (FE) model, the \( \alpha_i \) are permitted to be correlated with the regressors \( x_{it} \), while continuing to assume that \( x_{it} \) is uncorrelated with the idiosyncratic error \( \epsilon_{it} \). On the other hand, in the random-effects (RE) model, it is assumed that \( \alpha_i \) is purely random, which is a stronger assumption implying that \( \alpha_i \) is uncorrelated with the regressors (Baum, 2001).

In order to decide whether a RE or a FE model is more appropriate, we can run a Hausman test. Its principle can be applied to all hypothesis testing problems, in which two different estimators are available. In the concrete case of panel models, we know that the FE estimator is consistent in the RE model as well as in the FE model. In the FE model it is even efficient, while in the RE model it has good asymptotic properties. By contrast, the RE–GLS estimator cannot be used in the FE model, while it is efficient by construction in the RE model (Kunst, 2009). In Stata, the Hausman test statistic can be properly computed based upon the contrast between the RE estimator and fixed effects (FE).

The most commonly used estimator for a FE model is the within estimator which eliminates the fixed-effect by mean-differencing. Because the within estimator provides a consistent estimate of the FE model, it is often called the FE estimator. It is also consistent under the RE model, but alternative estimators are more efficient. The fixed-effects \( \alpha_i \) can be eliminated by subtraction of the corresponding model for individual means \( \bar{y}_i = \bar{x}_i' \hat{b} + \bar{\epsilon}_i \) leading to the within model or mean-difference model:

\[
(y_{it} - \bar{y}_i) = (x_{it} - \bar{x}_i)' \hat{b} + (\epsilon_{it} - \bar{\epsilon}_i) \tag{2}
\]

The within estimator is the OLS estimator of this model. Because \( \alpha_i \) has been eliminated, OLS leads to consistent estimates of \( \hat{b} \) even if \( \alpha_i \) is correlated with \( x_{it} \) as is the case in the FE model. This result is a great advantage of panel data.

In Stata, the within estimator is computed by using the xtreg command with the fe option. The default standard errors assume that after controlling for \( \alpha_i \), the error \( \epsilon_{it} \) is independent and identically distributed (i.i.d) (Cameron, 2009).

Also, the command xtreg, fe estimates this model assuming that the regression disturbances are homoskedastic with the same variance across time and individuals. This may be a restrictive assumption for panels. When heteroskedasticity is present the standard errors of the estimates will be biased and we should compute robust standard errors correcting for the possible presence of heteroskedasticity. The most likely deviation from homoskedastic errors in the context of pooled cross-section time-series data (or panel data) is likely to be error
variances specific to the cross-sectional unit. When the error process is homoskedastic within cross-sectional units, but its variance differs across units we have the so called groupwise heteroskedasticity. The xttest3 Stata command calculates a modified Wald statistic for groupwise heteroskedasticity in the residuals of a fixed-effect regression model (Baum, 2001).

The next step is the need to identify serial correlation in the idiosyncratic error term of the panel-data model. While a number of tests for serial correlation in panel-data models have been proposed, a test discussed by Wooldridge (2002) is very attractive because it requires relatively few assumptions and is easy to implement (Drukker, 2003). This test is implemented in Stata by David Drukker under the name xtserial. The command xtserial performs a Wald test, where the null hypothesis is no first order autocorrelation.

Stata has a long tradition of providing the option to estimate standard errors that are “robust” to certain violations of the underlying econometric model. The Stata program xtscc, implemented by Daniel Hoechle (2007), estimates pooled OLS and fixed effects (within) regression models with Driscoll and Kraay standard errors. The error structure is assumed to be heteroskedastic, autocorrelated up to some lag and possibly correlated between the groups (panels).

4. Econometric analysis

We considered the following general form of the linear regression model:

\[ \text{lrwage}_u = a + b_1 \times \text{lpopoc}_u + b_2 \times \text{lvab}_u + b_3 \times \text{linvest}_u + a_u \]  

(3)

We also included in the model the first lag of the variables and we tested them for significance.

From the variance decomposition table presented in Figure 5 we can see that all the variables have within variation, which means that the FE estimation of the panel data model is appropriate. Moreover, we observe that for wages (lrwage) and gross value added (lvab) the within variation is bigger than the between variation. For investments (linvest) we obtained a value of 1.21 for the within variation, slightly less than the value of the between variation (1.27).
A starting point for estimating the model is a pooled OLS regression. But we must know if pooling the data is the solution in our case. So, a poolability test is needed. The result obtained in Stata tells us to reject the null hypothesis that all $\alpha_i$ are zero (Figure 6). This also means that the OLS estimator is biased and inconsistent and we accept the presence of the individual effects.

The next step is to decide whether we have a fixed-effects model or a random-effects one, using the Hausman test. The probability is 0.0133, indicating that our model is more suitable for a fixed-effects estimation.
Concluding that we have a fixed-effects model, we continue with the estimation of our model using the within estimator. The estimated standard deviation of $\alpha_i$ (sigma_u) is 0.52, much bigger than the standard deviation of $\varepsilon_{it}$ (sigma_e) which is 0.14, suggesting that the individual-specific component of the error is more important than the idiosyncratic error (Figure 6).

When performing both the modified Wald test for groupwise heteroskedasticity in the FE model, implemented in Stata by Christopher Baum, and the serial correlation test proposed by David Drukker, it resulted that the errors are both autocorrelated and heteroskedastic.

\[
\text{Modified Wald test for groupwise heteroskedasticity in fixed effect regression model}
\]

\[H_0: \sigma_i(i2) = \sigma_i(i2) \text{ for all } i\]

\[ch2(i2) = 585.89\]

\[\text{Prob} > \text{ch2} = 0.0000\]

\[
\text{Wooldridge test for autocorrelation in panel data}
\]

\[H_0: \text{no first-order autocorrelation}\]

\[F(1, 10) = 88.592\]

\[\text{Prob} > F = 0.0000\]

Figure 7. The Hausman test

Figure 8. Tests for heteroskedasticity and autocorrelation of the errors

To ensure the validity of the statistical results, we performed a fixed-effects (within) regression with Driscoll and Kraay standard errors. The error structure is assumed to be heteroskedastic, autocorrelated up to some lag and possibly correlated between the groups. The author of this Stata command is Daniel Hoechle.
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Figure 9. The robust fixed-effects regression

<table>
<thead>
<tr>
<th>_regression with Driscoll-Kraay standard errors</th>
<th>Number of obs = 110</th>
</tr>
</thead>
<tbody>
<tr>
<td>Method: Fixed-effects regression</td>
<td>F( 4, 10) = 5772.79</td>
</tr>
<tr>
<td>Group variable (1): id</td>
<td>Prob &gt; F = 0.0000</td>
</tr>
<tr>
<td>maximum lag: 2</td>
<td>within R-squared = 0.9735</td>
</tr>
</tbody>
</table>

| l\_wage | Coef. | Std. Err. | t | P>|t| | [95% Conf. Interval] |
|---------|-------|-----------|---|------|----------------------|
| l\_popoc | -0.485686 | 0.0999547 | 4.83 | 0.001 | -0.7052158 to -0.265907 |
| l\_vab | 0.3287536 | 0.0904774 | 3.63 | 0.003 | 0.142993 to 0.514519 |
| l\_invest | 0.5086203 | 0.068718 | 7.43 | 0.000 | 0.350507 to 0.667336 |
| l\_cons | 0.673143 | 0.098076 | 2.19 | 0.053 | 0.481129 to 0.865179 |
| 4.870886 | 1.358933 | 3.58 | 0.005 | 1.843061 to 7.898011 |

The resulted econometric model is:

\[ l_{\text{wage}} = -0.48 \times l_{\text{popoc}} + 0.33 \times l_{\text{vab}} + 0.5 \times l_{\text{vab}} + 0.07 \times l_{\text{invest}} + 4.87 \]  \hspace{1cm} (4)

where between brackets are the Driscoll and Kraay standard errors, while the levels of statistical significance are: ()** for the 0.05 level and ()* for the 0.1 level.

In the estimation process, we also tested the significance of lagged variables. Therefore, the final form of our model includes the first order lag of investments (l\_invest) and that of the gross value added (l\_vab).

As expected, the employed population has a significant negative coefficient, indicating that an increase with 10% leads to a decrease by 4.8% of the earnings.

Regarding the gross value added, we found a strong and positive contemporaneous influence on the earnings; also, the value of GVA from previous year has a positive impact even stronger than the present value. Thus, we obtained a cumulative effect of 0.83, meaning that a 10% increase of GVA induces a 8.3% increase of wages. The gross value added can be used in order to calculate the productivity. Therefore the GVA can be seen as an indicator of efficiency. It is very important for an economy to have a good, healthy relation between productivity and wages.

Analyzing the impact of investments on earnings, as expected, we found an one year delay between when the investments are made and the moment when their influence can be noticed. The coefficient is statistically significant and the impact is positive, but not very important as value. An increase by 10% of investments will lead to only 0.67% increase of earnings.
5. Conclusions

This paper tried to capture the impact of investments and gross value added, but also the impact of the employment on the average wage.

We made first a descriptive analysis of the average earnings, the investments, the gross value added and the employment. Therefore, we saw that the highest earnings are obtained in financial intermediation activity, which has only around 2% employees of the total employees. Also, this activity received only few investments during this period. On the other hand, the industry, which in Romania has a long tradition, is the activity that has benefited from most part of the investments over the analyzed period. Moreover, the industry is the activity that generates the most considerable gross value added in the Romanian economy.

From the econometric analysis we concluded that the investments and the GVA have a positive effect, while the employed persons have a negative impact. Another aspect of our results is that the investments have an one year delay impact upon average earnings, as expected. Regarding the influence of the gross value added, in our model we captured both the contemporary and the one year delayed component, resulting a cumulated effect of 0.83. As for the employment, after estimating the equation, we obtained a negative effect, but relatively strong (0.48). This is a normal condition, according to the economic theory.

We consider that the work presented here enriches the research on earnings from our Romania and we are confident that our future analysis will produce even more interesting and important results, given the economic crisis that already affects Romania for two years.
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