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Abstract. Countries in transition are economies that are changing from a centrally planned organized 
to the countries of the free market. The essence of this process is the implementation of economic 
liberalization in which market forces influencing the prices formation, reduction of trade barriers to 
the abolition, privatization of state enterprises and resources, and the creation of financial sector 
which should facilitate the movement of private capital.  
Due to the inefficiency of the system, at the end of twentieth century socialism as a social system and 
economic model ceased to be an alternative to the capitalist economic model. Although official 
statistics showed growth of economic activities which used to exceeded the growth rates of developed 
market economies, it was not the growth that creates new value.  
This research work deals with the review of the effects of systemic economic reforms in countries in 
transition. The analysis of nine transition indicators, prescribed by EBRD, the existence of differences 
between the two groups of countries in transition was explored, that are formed on the basis of the 
average value of the transition indicators, in terms of the value of GDP.  
Using the Mann-Whitney U test statistical methods, it is found that countries in transition that have 
higher value of the average transition indicator recorded a higher value of GDP. Also, based on the 
results we could see which countries have the best progress in the transition process in the respective 
calendar year.  

 
Keywords:  economic reforms; systemic reforms; Mann-Whitney U test; transition countries; 
EBRD. 
 
JEL Classification: E10; O11; P20. 
 
 
 
 
 
 
 
 
 
 



 Theoretical and Applied Economics. Special Issue 
 

 

8

8

1. Introduction 

The eighties, the countries of centrally planned economy, which are called countries in 
transition, have begun to implement economic and systemic reforms in order to have started 
market-oriented economy. The cause of reform is primarily associated with the abandonment 
of the socialist regime which is implemented in these countries and the transition to the new 
capitalist regime. Also the cause of reform were macroeconomic imbalances, the mismatch 
between supply and demand, the trade deficit, as well as the high external debts that did not 
promise the basis for transformation in most socialist economies (Holscher, 2009).  

These countries having switched to a market system adopted new market rules and pledge to 
respect and implementation of market reforms that have entailed the privatization and 
deregulation of economic activities, the liberalization of financial flows, and the gradual 
reduction of state economic functions (Filipovic, 2014).  

In order to change economic structure into market based economy, countries in transition 
should have external sources, which were backed by international financial institutions, the 
IMF and the World Bank which supported the economic reforms' systems.  

The reform process in the transition countries radically took place, assuming the 
implementation of the dominant neoliberal concept, which is based on the ideas of the liberal 
concept founded by Adam Smith, and who is supported by Friedman, Hayek and other 
authors. The direction advocated the reduction of state influence and tough measures of fiscal 
austerity (Filipovic, Miljkovic, 2014), as well as the free flow of capital, goods and services 
that would lead to economic growth (Ljubojevic, 2012).  

Neo-liberal concept has primarily been accepted by the United Kingdom and the United 
States, its implementation in countries in transition occurred in the nineties of the twentieth 
century, when J. Williamson defined the ten recommendations of the transition process, which 
is called economic stabilization program (Williamson, 1990): 
 establishing fiscal discipline; 
 redirection of public expenditure (health, education, infrastructure); 
 Tax reform (broadening the tax base with moderate tax rates) competitive exchange rate; 
 protection of property rights; 
 market deregulation; 
 liberalization of interest rates; 
 privatization of public enterprises, 
 encouraging foreign direct investment and 
 liberalisation of foreign trade. 

After the first phase of economic-system reforms, large market failure was noticed that 
initiated the expansion of recommendations, which were related to the fight against 
corruption, the introduction of labor market flexibility, modifying the social security system, 
the definition of poverty reduction measures, redefining standards of financial and other 
(Williamson, 2004). 

In 2007, the emergence of the global economic crisis in the United States, transition countries 
found themselves in the midst of falling growth rates, increased foreign indebtedness and the 
fall in capital inflows, which raised the issue of the correctness of the economic and systemic 
reforms in these countries. This led to the dilemma whether developed economies impose the 
free market as the standard of the weaker players in the international market, while the 
powerful economies behave in accordance with their current interests (Josifidis, 2004). 
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2. Literature Review  

Many authors have dealt with the relation between market reforms and economic growth in 
their academic papers. Svejnar noted that the process of transition from centrally planned to 
market economy in these countries was a difficult (Svejnar, 2002), due to the implementation 
of two models of reform, which refer to "shock therapy" and gradualist approach.  

First, most countries adopted the model of "shock therapy", which is aimed at the 
implementation of the privatization program (making 50% of GDP over the private sector and 
employment 2/3 of the workforce in the same) and the liberalization of foreign trade and 
financial flows (Kovacevic, 2011), which were completed by the end of the nineties. In 
contrast, Lin considered that the transition in these countries led to a dramatic fall in their 
economies and deterioration in many aspects of the social environment (Lin, 2009).  

After the first phase, it became clear that the results are not satisfactory, and approached the 
second stage of transition reforms which acceded and other countries, and which was based on 
the so-called "Gradualist approach". This phase occurred in late 1990, and initiated the 
building of institutions, and establishing the balance of the state and the market, which 
referred to the construction-oriented legal system, institutions, labor market regulations and 
more.  

At first, the effects of reforms were modest in economic growth, however, experiment showed 
that countries that are more effective implementation of the reforms and institutional build, 
quickly achieved economic growth rates (IMF, 2014).  

The global economic crisis that began in 2007 in the United States produced a number of 
serious economic and social consequences such as a reduction of GDP, an increase in 
unemployment, lowering the value of trade of products and services, reduction of FDI and 
more difficult to obtain credit abroad, which led to falling into the debt crisis of a number of 
countries (Kovacevic, 2009). Holcher believed that after twenty years of economic transition, 
the rate of growth in transition countries would remain modest (Holcher, 2009). The following 
picture 1 illustrates the status of economic development of the world countries. 

Picture 1. Economic development in the World countries 

 

Source: 
http://predmet.singidunum.ac.rs/pluginfile.php/3258/mod_folder/content/1/TRANZICIJA.ppt?forcedownload=1 

 

3. Economic-system reforms 

According to EBRD methodology developed in 1994 the measuring progress in the 
implementation of transitional reforms implies a quantitative evaluation process implemented 
reforms with the specified criteria. The scale of indicators ranges from 1 to 4+, where 1 
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represents little or no change from the rigid centrally planned economy, while score 4+ 
represents the standards of developed market economies. In its annual Transition Report, the 
EBRD monitors progress in the implementation of economic-system reforms and 
quantitatively assesses the progress on the basis of nine transition indicators, which relate to:  
 Large scale privatization, 
 Small scale privatization, 
 Governance and enterprise restructuring, 
 Price liberalization, 
 Trade and forex system, 
 Competition policy, 
 Banking sector, 
 Non- banking institutions, 
 Infrastructure. 

Transitions countries consists of 35 countries that are divided by location on Central Europe 
and the Baltics (CEB)(1), South-Eastern Europe (SEE)(2), Eastern Europe and the Caucasus 
(EEC)(3). So that makes a total sample of 30 countries that were analyzed in 2014(4). The 
highest overall average transition indicator was recorded by the country CEB 3.6, then 3.2 
SEE countries, while the smallest progress in the country recorded EEC 2.6. Observing each 
transition indicator greatest success in the implementation of the Price liberalization indicator 
recorded 3.9, while the smallest success in reforms had Non-banking institutions indicator 2.5 
(Figure 1). 

Figure 1. Average transition indicator in 2014 

 

Source: Authors besed on EBRD 

Over 1.8 billion people from Central Europe to East Asia are involved in the process of 
systemic transformation. The tendency of the development of GDP in the countries at least in 
a qualitative sense corresponds to what was expected at the beginning of the transition. In the 
beginning there was a sharp decline, but soon after that rapid recovery and sustainable growth 
were achieved.  

The division of economic systems, structural change, reorientation of the economy from a 
planned to a market economy, the big political fractures, are reflected in the economic growth 
of countries in transition. Economic trends in the world cause shakes and deep social changes 
in the national economy, especially in small economic systems. 

The transition process has many negative consequences that struck a large number of 
countries. In the first place there is a dramatic drop in industrial production and the collapse of 
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giant enterprises, weak GDP growth and standard of living, increase of unemployment and the 
impoverishment of the majority of the population, a weak flow of capital and investments, and 
the exodus of young skilled people to developed countries with high standards. Gross 
domestic product is one of the basic macroeconomic indicators that represent the total 
production of goods and services, achieved in the national economy during the year, 
expressed in monetary units. As a criterion of economic activity of a country, the most 
commonly used macroeconomic aggregate within the system of national accounts, which is a 
measure of the final production. Data on the amount and growth rates of gross domestic 
product and production in the observed countries indicate the situation and developments in 
the economy.  

Values of GDP of the group of transition countries in 2014 are taken as an indicator that 
analyzes the effects of transition indicators. Eastern Europe and the Caucasus (EEC) achieved 
the highest GDP in the amount of 195.15 billion dollars in 2014, while SEE countries 
achieved 129.8 billion, and the country CEB 124.5 billion dollars. Group of countries of 
Central Europe and the Baltic (CEB) and South-Eastern Europe (SEE) have GDP at about the 
same level in 2014 (Figure 2). 

Figure 2. GDP of countries in transition in 2014. 

 
Source: Authors based on World Bank 

The GDP of countries in transition in 2014 could not be higher due to slowdown of Chinese, 
Brazilian and partly the Indian economy, due to the highlighted debt crisis of the US and still 
difficult situation in Europe, which only recovered from the recession, but remained burdened 
by high unemployment and enormous debt of some European countries. Economic growth in 
the US economy is still low, while Japan was under the pressure of deflation.  

The economies of most countries globally are still faced with constraints and structural 
problems that are slowing down the growth of investment and prevent faster growth in 
productivity. Attempts of the policy of austerity to influence on growth strategies have not 
yielded the expected results, causing growing social uprising. 

 

4. Methodology and data 

In this paper, an analysis was carried out in 30 countries in transition, while the period 
covered by the survey research 2014. year. For analysis of GDP and the average transition 
indicator in this paper the Mann-Whitney U test was used for the comparison group. The main 
purpose of this research is to determine whether there is a statistically significant difference 
between the two groups of transition countries, grouped by the value of the average transition 
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indicator in 2014, as to the value of GDP. The basic idea was to determine whether the 
transitional countries that have higher value of the average transition indicator, also recorded a 
higher value of GDP. 

The Mann-Whitney U test, also referred to as the Wilcoxon rank-sum test, tests whether two 
independent samples have been drawn from two populations that have the same relative 
frequency distribution. This test directly considers the rankings of the observations in each 
sample (Lee, 2013). In this research the difference between the two groups of countries was 
examined, depending on the value of GDP. 

The analysis included 30 countries in transition which are divided into two groups (Table 1) 
for the Mann-Whitney U test, depending on whether they have value the average transition 
indicator in 2014 is greater, or less than 3.10.  

Table 1. Two groups of transition countries according to the average transition indicator and GDP (2014) 
Average transition indicator ≤3.10 GDP (BIL. US $) 
1. Albania 3.06 13.21 
2. Bosnia and Herzegovina 2.83 18.29 
3. Montenegro 3.06 4.59 
4. Serbia 3.08 43.87 
5. Armenia 2.94 11.64 
6. Azerbaijan 2.67 75.20 
7. Belarus 2.08 76.14 
8. Moldova 2.83 7.96 
9. Ukraine 2.94 131.81 
10. Kazakhstan 2.92 217.87 
11. Kyrgyz Rep 2.86 7.40 
12. Mongolia 3.00 12.02 
13. Tajikistan 2.64 9.24 
14. Turkmenist 1.56 47.93 
15. Uzbekistan 2.22 62.64 
Average transition indicator >3.11 GDP (BIL. US $) 
1, Croatia 3.44 57.11 
2. Estonia 3.83 26.49 
3. Hungary 3.61 138.35 
4. Latvia 3.61 31.29 
5. Lithuania 3.61 48.35 
6. Poland 3.89 544.97 
7. Slovak Rep 3.67 100.25 
8. Slovenia 3.33 49.49 
9. Bulgaria 3.44 56.72 
10. Cyprus 3.63 23.23 
11. Macedonia 3.31 11.32 
12. Romania 3.47 199.04 
13. Turkey 3.33 798.43 
14. Georgia 3.11 16.53 
15. Russia 3.14 1860.60 

Source: Own calculations, World Bank (2014) 

 

5. Estimation Results 

The main purpose of these investigations is to determine whether there is a statistically 
significant difference between the two defined groups of transition economies in terms of 
GDP in 2014. The results of this test are shown in Table 2. 

Table 2. Mann-Whitney U test 
 Mann-Whitney Z p 
GDP 64 -2.012 0.044 

Source: Authors 
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The value in this test is -2012, with a significance level of p = 0.044. Since the p & lt; 0.05 
result of the research shows that there is a statistically significant difference in values of GDP 
between the two groups.  

To confirm the initial assumption that the transitional countries that have higher value of the 
average transition indicator recorded a higher value of GDP has been shown in which the 
group has analyzed more variable. On the basis of the median (which divides the sample in 
half, i.e. Upper and lower half) of each group (Table 3), it can be confirmed that the transition 
countries that have made more progress in the transition process, record and greater value of 
GDP. 

Table 3. Median analyzed groups 
Groups Number of countries Median 
Group 1 (Average transition indicator ≤3.10) 15 18.29 
Group 2 (Average transition indicator> 3.11) 15 56.71 

Source: Authors 

Empirical research has shown that those countries have made more progress in the process of 
implementing transitional reforms at the same time more felt negative effects of the crisis 
measured by the rate of GDP growth. (Toskovic, Filipovic, 2017). By implementing 
transitional reforms in the spirit of the neoliberal concept of the economy, the country in the 
the transition to liberalization, deregulation and thus more include in international capital 
flows. 

 

6. Conclusions 

In an unpredictable business environment survive only economic systems that are able to 
successfully manage change and constantly reforming. The transition process has the broadest 
global dimension and includes training for the global economy, private property, market 
economy, liberal, democratic civil society, political pluralism and the rule of law, all based on 
strong and effective democratic institutions. 

The eighties, the countries of centrally planned economy, have begun to implement economic 
and systemic reforms in order to have started market-oriented economy. Also the causes of 
reform were macroeconomic imbalances, the trade deficit, as well as the high external debts 
that did not promise the basis for transformation in most socialist economies. The process of 
transition reforms primarily was accepted by the international financial institutions, which 
were the main driving force and an accessory to the reforms. Initiated changes in the field of 
economics, although under the influence of many factors have amortized effect, took on the 
character of irreversible processes.  

The results of the transition and the effects of the reforms, there is a difference in the 
productivity of labour and capital at the beginning of the transition and dwindling differences 
between the old and new sectors during reform provides true definition of the end of the 
transition. Also, differences in progress are visible between countries that have implemented 
different models of the transition process, but there are differences in the effectiveness of 
reform implementation in various segments of the economic system.  

As the task of this paper is to examine the effect of applying systemic economic reforms in 
countries in transition, analysis of nine transition indicators, prescribed by the EBRD, it is 
explored the existence of differences between the two groups of countries in transition. There 
are identified differences by research, formed on the basis of the average value of the 
transition indicators, in terms of the value of GDP.  

Transition countries are divided into two groups depending on whether they value the average 
transition indicator in 2014 is greater, or less than 3.4. Using the Mann-Whitney U test 
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statistical methods, it is found that the transition countries that have higher value of the 
average transition indicator recorded a higher value of GDP. Also, based on the results we 
have insight into that the second group countries make better progress in the transition process 
in the referent year. 

By the obtained results objectives are fully realized, significance and the original scientific 
contribution of this research are confirmed. By analyzing the transition indicators it was found 
that this method can be applied to similar studies, with future adjustments and improvements 
data processing methodologies, all with the aim of obtaining more precise results. 
 

 

Notes 
 
(1) Central Europe and the Baltics (CEB) countries are Croatia, Estonia, Hungary, Latvia, Lithuania, Poland, 

Slovakia, Slovenia. 
(2) South-Eastern Europe (SEE) countries are Albania, Bosnia and Herzegovina, Bulgaria, Cyprus, Macedonia, 

Montenegro, Romania, Serbia, Turkey. 
(3) Eastern Europe and the Caucasus (EEC) countries are Armenia, Azerbejan, Belarus, Georgia, Moldova, 

Ukraine, Russia, Kazakhstan, Kyrgyz Republic, Mongolia, Tajikistan, Turkmenistan, Uzbekistan. 
(4) Data for all indicators other than the reform of the banking sector, the reform of non-banking financial 

institutions and infrastructure reform for 2015 and 2016 are not published in the EBRD's annual report. 
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Abstract. Iceland is a member of the European Free Trade Association, the European Economic Area 
and Schengen. It was a European Union candidate country until recently, when its government 
decided to withdrew its European Union membership application. The European Economic Area 
agreement currently ensures Iceland’s access to the European Union’s common market. The question 
remains what is the most feasible arrangement for long term prosperity of Iceland? Should it continue 
to rely on the current arrangement? Should it seek European Union membership in the future and 
perhaps subsequently become part of the Euro Area? What are the possible advantages and 
disadvantages for Iceland joining the European Union and the Euro Area? These questions have 
economic, political as well as security dimensions. According to the article EFTA membership and the 
EEA agreement appear to be the best arrangement for Iceland at present. The EEA agreement 
decision shaping under the two-pillar structure of EEA EFTA bodies that match those on the EU side 
has so far served well. The three EEA countries have some modest influence under this system and this 
arrangement ensures access to the internal EU market. This can change in the medium or long-term 
and the decision made by the government of Iceland that Iceland should not be considered a candidate 
or potential EU candidate country may have been short sighted. Iceland should not make any 
decisions that cannot be reversed given how quickly the global environment can change.  

 
Keywords:  economic integration, small states, Iceland, global crisis, economic policy. 
 
JEL Classification: F15, H12, E6. 
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Introduction 

Iceland is a member of European Free Trade Area (EFTA), The European Economic Area 
(EEA) and Schengen. Iceland applied for a European Union (EU) membership in July 2009 
and began accession negotiations a year later. The cabinet, that took office in May 2013 
decided to put the accession negotiations on hold, dissolve the negotiating structures, and to 
commission an assessment of the accession process as well as of developments in the EU 
(Ministry for Foreign Affairs, 2015). When the accession negotiations were put on hold 27 out 
of 33 chapters had been opened, out of which 11 have been provisionally closed. 6 chapters 
had not been opened, although negotiating positions was in place for two of them, i.e. the 
chapter on food safety, veterinary and phytosanitary policy and the chapter on justice, 
freedom and security. A negotiating position was not in place for four chapters, i.e. the 
chapters on agriculture, on fisheries, on the free movement of capital and on the right of 
establishment and freedom to provide services (Institute of Economic Studies at the 
University of Iceland, 2014). 

Had negotiations resumed, Iceland would have faced contentious issues on fisheries policy 
which could have derailed an agreement. The chapter on agriculture was also sensitive and 
challenging. Since those most difficult chapters were never opened it is hard to say what the 
changes of agreement between Iceland and the EU were. Also, if an agreement was reached, 
the accession treaty would still require ratification by every EU state and be subject to a 
national referendum in Iceland. Public support for European Union accession measured by 
opinion polls has fluctuated but is currently low. The new cabinet(1) took office in November 
2017 does not intend to reapply for European Union membership. 

The research problem of the article is to answer the following question: What are the possible 
advantages and disadvantages for Iceland joining the EU and the Euro Area? This question 
has economic dimensions such as continued access to the European Union common market 
and the advantages and disadvantages of adopting a common currency in the future. There are 
also political dimensions such as Iceland’s ability to influence EU’s future regulations and 
legislation. Finally, there are security question. Iceland is an NATO member state and it could 
be argued that European Union as well as Euro Area membership would provide additional 
security. There are costs and benefits associated with all those issues, but the focus of this 
article is mainly on the economic and political dimensions. 

 

Iceland’s European Integration: History and Some Theoretical Considerations  

Classical economic theory documents gain from international trade, demonstrating that 
nations can improve the welfare of their populations by engaging in cross-border trade with 
other nations. To this day this is one of the fundamental principles underlying arguments for 
all countries to strive to expand and to promote free world trade (e.g. Czinkota et al., 2009). 
The efficiencies derived from economics of scale are also a key argument for economic 
integration(2) and the creation of a common market that can benefit all participating countries. 
The level of economic integration varies. From least to most integrative, they are: the free 
trade area, the customs union, the common market and finally the economic union. The 
European Free Trade Association which Iceland is a member of since 1970 (see Table 1), is a 
free trade area and represents the loosest form of economic integration where all barriers to 
trade among member countries are removed.  
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Table 1. European Free Trade Association (EFTA)(3) membership through the years 
1960 Austria, Denmark, Norway, Portugal, Sweden, Switzerland and the United Kingdom establish EFTA 
1970 Iceland becomes a member of EFTA 
1972 Denmark and the United Kingdom leave EFTA to join the European Economic Community (EEC) 
1985 Portugal leaves EFTA to become a member of the European Economic Community (EEC) 
1986 Finland becomes a full member of EFTA 
1991 Liechtenstein becomes a member of EFTA 
1995 Austria, Finland and Sweden leave EFTA to join the European Union (EU) 
Remaining members Iceland, Liechtenstein, Norway and Switzerland 

Source: EFTA, 2014 

EFTA does not have a common trade policy, such as a common external tariff, with respect to 
non-members, like customs union do. EFTA has three core tasks. The first is the liberalization 
of intra-EFTA trade. Second, the EFTA States have built networks of preferential trade 
relations in the world, currently consisting of 25 free trade agreements (FTAs) with 35 
partners. Third, three of the four EFTA States – Iceland, Liechtenstein and Norway – are 
parties to the EEA Agreement(4), which ensures their participation in the Internal Market of 
the European Union(5) (EFTA, 2014). As Table 1 shows EFTA has lost most of its members 
who chose closer economic integration by joining the EU. 

The EU is moving towards an Economic Union. This involves not only abolition of tariff and 
quotas among members (like in the case of a tree trade area such as EFTA), but also common 
tariff and quota system, abolition of restrictions of factor movements, as well as 
harmonization and unification of economic policies and institutions. The formation of an 
economic union requires nations to surrender a large measure of their national sovereignty to 
supranational authorities in union wide institutions. Not everyone is supports ever closer 
European integration as the planned exit of Britain, Brexit, demonstrates. 

The level of integration varies among countries within the EU as 19 out of 28 member states 
have adopted the euro (€) as their common currency and sole legal tender, see Figure 1. The 
formation of a common currency area can bring benefits to the members of the currency 
union, particularly if there is a high degree of international trade among them (i.e. a high level 
of trade integration). This is primarily because of the reductions in transaction costs in trade 
and the reduction in exchange rate uncertainty. However, there are also costs of joining a 
currency union, namely; the loss of independent monetary policy and the loss of the exchange 
rate as a means of macroeconomic adjustment. 

In addition to economic theories on the gains from trade and economies of scale, as well as 
theories on economics of integrations, including common currency area, there are also 
theories on the behavior of small states within multilateral arrangements. Small states as well 
as large states have a choice to engage in bilateral negotiations and/or multilateral 
arrangements to address issues that cannot only be resolved within their borders. Bilateral 
negotiations are carried out between two nations focusing only on their interests. On the other 
hand, multilateralism is the international governance of the many, and in the case of the EU, 
28-member states, large and small.  

Multilateral negotiations open up the possibility for small states along with larger states to 
participate in international decision making. According to Thorhallsson (2005), the small 
states literature generally claims that it is beneficial for small states to concentrate on 
multilateral relations within international organizations. When discussing multilateralism 
Kahler (1992, p. 681) states that “Smaller, weaker states were believed to be disadvantaged by 
bilateralism...” and “[i]n their formal institutional design at least, most postwar multilateral 
institutions incorporated a larger role in decision making for states that were not great powers 
and could not aspire to be”. When discussing small states as aid donors, Hoadley (1980) 
predicts high levels of participation by small states in multilateral agencies. This would apply 
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to the United Nations (UN) as well as multilateral development banks. More recently, Evans 
and Newnham argue that small states are said to have limited involvement in world affairs, 
favor intergovernmental organizations, are advocates of international law, shy away from the 
use of military force and in general have limited, mostly regional, foreign policy priorities 
(Evans and Newnham, 1998, p. 500–501). Finally, Maass states that “[m]embership and 
participation in international governmental organizations is not only a frequent priority of 
small states, but it has also been discussed as an indicator of independence, and as such as a 
secondary definitional requirement for small states in particular” (Maass, 2009, p. 69). A 
group of small states can also be influential as Ingebritsen argues, when discussing 
Scandinavian countries, that “these states exercise collective authority beyond their borders 
that exceed their military or economic might” (Ingebritsen, 2006, p. 1). She also argues that 
Scandinavians are likely to be found in groups that seek to strengthen international 
institutions. Scandinavian countries are indeed active participants in the UN and in 
multilateral development banks and among them Denmark, Finland and Sweden are EU 
members and give high priority to active participations within the EU institutional systems. 

Keohane (1969) suggests that we focus on the systemic role that state leaders see their 
countries playing. This is critical to understand the impact countries can have on the 
international community. Keohane (1969) uses the following categories: System-determining 
when a state plays a critical role in shaping the international system; System-influencing are 
states that cannot expect individually to dominate the international system but may be able to 
influence it through unilateral or multilateral action; System-affecting states are those that 
cannot affect the international system if acting alone but can exert significant impact on the 
system if working through small groups or alliances or through universal or regional 
international organizations; and finally System-ineffectual states are those that can do little to 
influence the system-wide forces that affect them, except in groups which are so large that 
each state has minimal influence (Keohane, 1969).  

How can this categorization contribute to the behavior of small states in international 
organizations? As Keohane (1969) observes, “...a major function of international 
organizations – perceived by many small and middle powers – is to allow these states acting 
collectively to help shape developing international attitudes, dogmas and codes of proper 
behavior” (Keohane, 1969, p. 297). For example, Iceland, acting alone or in partnership with a 
very large number of other countries, would have little impact and would be classified as 
system-ineffectual. Iceland could do little in most cases to influence system-wide forces. 
However, situations can exist, including international development cooperation, where small 
countries that work in partnership such as the Nordic-Baltic group could become system-
affecting (see for example, Hilmarsson, 2011).  

Iceland has in the past cooperated multilaterally with the Nordic countries and 
parliamentarians from those countries meet regularly in joint sessions. During the Cold War 
Iceland had strong bilateral relationship with the USA, a system-determining country, 
including a bilateral defense agreement. The political ties between the two countries could be 
critical in resolving disputes between Iceland and other countries most notably the dispute 
with the UK over fisheries territories. Post-cold war this relationship is weaker and does not 
provide the shelter it did in the past. Unlike Denmark, Finland and Sweden and the Baltic 
States, Iceland an EEA EFTA country (with Norway), in not an EU member and is not 
sheltered by EU institutions, see Figure 1. There is a possibility, at least in theory, that the 
Nordic-Baltic countries could become system affecting states within the EU if they cooperate 
as a group. 
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Figure 1. Different levels of European integration: The Nordic Baltic group (NB8). 

 
Source: Constructed by the author 

As Figure 1 shows the Nordic and the Baltic States, all small countries, have chosen different 
levels of European integration. Norway and Iceland have the lowest level of integration but 
the Baltic States and Finland – the highest level of integration. 

Although the three EEA EFTA states do not have the right to participate directly in the 
political decision making within the EU institutions, the EEA Agreement provide their experts 
with the opportunity to contribute to the shaping of EU legislation at the preparatory stage. 
This is done via participation in the European Commission’s (EC) expert groups and 
committees. These groups advise the EC with the drafting of new laws, which the EU Council 
of Ministers and the European Parliament subsequently adopt. The participation of EEA 
EFTA experts and representatives in over 500 of these committees and groups is a valuable 
opportunity to acquire information and contribute to new legislative proposals at the earliest 
stages of policy formation (EFTA, 2014). This, however, means that the EEA EFTA states 
need to allocate sufficient human resources to take full advantage of this opportunity and this 
has been a challenge for Iceland. The EEA Agreement is supported with its own institutions 
and a formal cooperative mechanism vis-a-vis the EU institutions. The mechanism for 
decision shaping has thus been formalized and if used wisely can enable the EEA EFTA states 
become system affecting in some cases, see Figure 2. This is in line with Keohane’s (1969) 
theory discussed above. 

Figure 2. Decision shaping under the Two-Pillar Structure under the EEA Agreement. 

 
Source: EFTA, 2014 
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Methodology 

The methodology used in this article is the case study method. Compared to other research 
methods, a case study enables the researcher to examine the issues involved in greater depth. 
According to Yin (Yin, 2009, p. 101-102) six sources of evidence are most commonly used in 
case studies. These are: documentation, archival records, interviews, direct observations, 
participant-observation, and physical artifacts. Each of these sources has advantages and 
disadvantages and according to Yin one should “note that no single source has a complete 
advantage over all the others. In fact, the various sources are highly complementary, and a 
good case study will therefore want to use as many sources as possible” (Yin, 2009, p. 101). 
Among the sources of evidence used for the analysis in this article is secondary data, 
including analytic reports and scholarly literature such as peer-reviewed journal articles and 
books on the subject. Direct observation also plays a role as the author draws on his 
experience and observations while living in Iceland following the domestic dialogue on EU 
accession. The author also draws on his experience as a Special Advisor to the Minister for 
Foreign Affairs in Iceland from 1995 to 1999 and as a staff member of the World Bank in 
Latvia from 1999 to 2003, just before Latvia, another small country, became an EU member 
state. Preference is given to using well documented evidence that is publicly available and 
listed in the references. The author also conducted interviews and collected information at the 
European Central Bank in June 2015, the European Commission and European Free Trade 
Area in July 2015 and at the International Monetary Fund in July and December 2016. This 
case study does not present results that can be evaluated on the basis of statistical significance 
and one should be careful about generalizing or projecting the findings of one case study onto 
another case or situation. However, some lessons from the study could have wider relevance 
than for Iceland only. This is especially true for small open resource rich economies, 
dependent on access to a large common market, using its own currency, and with limited 
institutional capacity to respond to external shocks and pressures in an era of globalization. 

 

The Icelandic economy, its changing structure, international cooperation and 2008–2009  
the economic and financial crisis 

Iceland is a high income open economy that participates in major European cooperative 
projects, such as EFTA, the EEA, and Schengen as well as in NATO. In addition to that it is 
an active participant in cooperation within the Nordic Baltic Region. The Icelandic economy 
is the smallest within the OECD. Its size is about 0.1 percent of the US economy, 4 percent of 
the Danish economy, and 25 percent of the economy of Luxembourg, while it is more than 
50% larger than the economy of Malta (CBI, 2014).  

Iceland is classified by the World Bank Group as a high income economy but the small size of 
its economy reflects the country’s small population which was 338.400 on January 1, 2017. 
Iceland is considered to be a Nordic country and has the characteristics of a Nordic welfare 
state. Gross National Income (GNI) per capita measured in terms of Purchasing Power Parities 
(PPP), according to World Bank data, amounted to nearly 39 thousand US dollars in 2013, the 
twenty-second highest in the world and the thirteenth highest among the OECD countries. 
Iceland’s GNI per capita is lower than that in Denmark, Norway, and Sweden but marginally 
higher than in Finland and slightly above the EU average (CIB, 2014). 

Historically, Iceland’s prosperity has to a large extent been built on its comparative advantage 
in the marine and energy sectors (hydro and geothermal power), with investment and services 
as the main drivers of growth. Tourism has soared over the past few years and has become one 
of the main engines of export growth. In fact, tourism has established itself as the third pillar 
of the Icelandic economy (in addition to the fisheries and energy sectors), and as a result, 
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Iceland’s economy has become better diversified. Currently Iceland’s largest trading partner 
countries are the Netherlands, Germany, Norway, the US, and the UK (CIB, 2014). The Euro 
Area constitutes the largest trading area. 

Over the past 10 years, the Icelandic labor market has had a participation rate consistently 
above 85 percent, one of the highest among OECD countries. In 2013, female participation 
was one of the highest in the OECD countries, with women accounting for 48 percent of the 
labor force. Participation rates among the young and the elderly have also been quite high 
(CIB, 2014). Unemployment is low compared to EU member states and currently is about 3.4 
percent. 

While Iceland participates in European integration via EFTA and the EEA agreement, its 
history shows that it is skeptical about the benefits deriving from participation in international 
organizations and has not build a strong institutional capacity to cooperate on a multilateral 
basis. This in not only true if one considers EU membership skepticism. Iceland has also not 
sought membership in as many institutions that other Nordic countries actively participate in, 
including the regional development banks(6). Iceland tends to favor more informal multilateral 
arrangements, bilateralism and sometimes unilateralism during times of crisis (e.g. 
Hilmarsson, 2014; Dinh, Hilmarsson, 2012). This contradicts the small states theories 
discussed above. 

Iceland was among the hardest hit economies during the global economic and financial crisis 
that erupted in 2008. Prior to the crisis Iceland had experienced strong economic growth and 
unprecedented expansion in cross-border investments, especially in the financial sector (e.g. 
Hilmarsson, 2013a and 2013b). According to the IMF the consolidated assets of the three 
main Icelandic banks increased from 100 per cent of GDP in 2004 to 923 percent at the end 
2007, reflecting expansion overseas. By the end of 2007, almost 50 percent of the three largest 
banks’ assets were held abroad (IMF, 2008, p. 11). The banks had been privatized several 
years before the crisis with a light touch regulation and weak supervision in the spirit of 
laissez-faire policies. Before the crisis the government of Iceland publicly announced its 
ambition to turn Iceland into an international financial center.  

The three largest banks, representing about 85 percent of the banking system, all collapsed in 
just a few days in October 2008. The whole economy was severely affected by this economic 
turbulence. The krona sharply depreciated, GDP fell, inflation and unemployment rose and the 
government ran large fiscal deficits in the aftermath of the crisis, see Table 2. Unlike the fixed 
exchange rate regime and austerity programs implemented in some EU member states, the 
government sought to protect the welfare system resulting large fiscal deficit that it hoped 
would only be temporary. Sharp depreciation of the local currency was expected to boost 
exports and GDP growth like happened for example in Finland and Sweden in the early 1990s 
(e.g. Hilmarsson, 2014). 

Table 2. Iceland: Selected Economic Indicators 2007–2017 
 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016  2017 

P 
GDP 1/ 9,4 1,5 -6,9 -3,6 2,0 1,2 4,4 2,0 4,0 7,2 5,5 
Unemployment rate 2/ 2,3 3,0 7,2 7,6 7,1 6,0 5,4 5,0 4,0 3,0 2.8 
Inflation /3 5,1 12,7 12,0 5,4 4,0 5,2 3,9 2,0 1,6 1,7 1,8 
(Percent of GDP)  
Headline deficit 4/ 4,9 -13,1 -9,7 -9,8 -5,6 -3,7 -1,8 -0,1 -0,8 12,4 0,9 
Current account balance -14,0 -22,7 -9,6 -6,6 -5,2 -4,0 6,0 4,0 5,4 7,9 6,2 

1/ Constant prices, present change; 2/ Percent of total labor force.; 3/ Average consumer prices, present change, 
4/ General government net lending/borrowing. 
P: Projections. 
Source: IMF 2010, 2012, 2015a, 2015b and IMF World Economic Outlook Database October 2017. 
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After about ten years since the crisis hit, Iceland has reached a relatively strong 
macroeconomic position with good growth prospects, see Table 2. GDP growth has been 
relatively high compared to the other Nordic countries and the Euro Area, see Graph 1 and 
unemployment relatively low, see Graph 2. 

Graph 1. Nordic Countries and Euro Area. Gross Domestic Product, constant prices.  Percent change. 

 

Source: IMF World Economic Outlook Database 2017. 

Graph 2. Nordic countries and Euro Area. Unemployment rate. Percent of total labor force. 

 

Source: IMF World Economic Outlook Database 2017. 

Pre-crisis there was a large current account deficit and post crisis the government ran a large 
fiscal deficit to stimulate the economy.  Headline deficit and current account balance are now 
in surplus, see Table 2 and comparison with the other Nordics in Graph 3 and 4 in annex. 

According to the Central Bank of Iceland the post-crisis contraction in GDP has been reversed 
in full (CBI, 2015). Public debt is on a downward sustainable path. Unemployment continues 
to trend down, now at 3.0 percent. Growth slowed in 2014 but pick up to around 7,2 percent in 
2016, supported by robust domestic demand and tourism. Consumption has been boosted by 
household debt relief and – together with net trade – have benefited from favorable 
commodity prices (IMF, 2015).  

There are concerns that economic stability may be threatened because of salary increases 
beyond the current growth rate. Large salary increase could undermine economic recovery 
and the competitive position of the economy, and lead to a reduction in employment (CIB, 
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2015). The government has been criticized for granting debt relief to households that to a 
large extent could have serviced their debt without such relief. This effort is also seen as 
discriminatory against those households who chose to rent their housing and socially 
vulnerable families who may be in greater need of assistance than homeowners. Amid low 
unemployment, wage pressures are building. There is a risk that the hard earned macro 
stability post-crisis may be lost if increases in salaries go out of control, with rising inflation, 
like has repeatedly happened in Iceland over the decades. 

The Icelandic economy is still vulnerable, but better diversification, including in sectors 
generating foreign exchange helps maintain stability. Price stability is still within Central 
Bank of Iceland target and is helped by disinflation in key trading partners, particularly the 
Euro Area, a slump in oil prices, and an appreciating currency in the context of high exchange 
rate pass-through. This could change quickly as discussed above. The question remains if 
Icelanders have learned anything from the past – or if the economy will return to the boom 
and bust scenario yet again as it has for decades and most recently during the 2008 crisis. 

 

Advantages for Iceland joining the EU and the Euro Area 

Among the key benefits of joining the European Union is that access to the common market. 
Iceland already enjoys this benefit via the EEA agreement, i.e., free flow of goods, services, 
capital and people across national borders. Iceland was also able to avoid the collapse of the 
Nordic Passport Union via its membership in Schengen. It thus enjoys many of the benefits 
(some would say most) of economic integration without EU membership and can thus to some 
degree both eat the cake and keep it.  

In the future there could be questions about EEA sustainability. Will the EU still respect the 
EEA agreement in coming decades or is it only a temporary arrangement? Here partnership 
with Norway in EEA EFTA is critical. Should Norway become a member of the EU, Iceland 
would hardly have the capacity to engage in negotiations with the EU alone with Lichtenstein. 
Being a member of the EU Iceland could be more confident that the benefits of access to the 
single market would be in place in the longer term. Membership would also ensure regular 
consultations and participation in EU decision making instead of continuing to receive 
instructions via email from Brussels. Regular consultations could help a small country with 
limited institutional capacity increase professionalism. 

European Union membership could possible shield Iceland during times of crisis, 
economically and in terms of security. There is greater need for outside support/shield given 
weaker ties with the USA post-cold war. Closer cooperation with EU member states and 
support from EU institutions could contribute to stability as Iceland has a history of economic 
boom and bust.  

The risks associated with small population, including close ties between individuals, that can 
result in corruption and rent seeking could be reduced. During the 2008 crisis there was 
certain loss of confidence in the Icelandic political and institutional system. General elections 
took place in the spring 2009 and an EU application followed three months later. This is 
hardly a coincidence.  

EU membership would mean that Iceland could possible after two years of membership join 
the Euro Area. Currently Iceland does not participate in EU’s monetary system and cannot 
adopt the euro and also remain in good standing with the EU. The adoption of the euro 
unilaterally does not seem like a viable option (see, e.g. Buiter, 2000 and ECB, 2008). The 
exchange rate of the local currency has fluctuated greatly in the past and during the 2008 
capital controls where introduced as a temporary measure and have now mostly been 
removed.  
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Disadvantages for Iceland joining the EU and the Euro Area 

In Iceland there is a concern about EU’s Common Fisheries Policy (CFP) and Common 
Agriculture Policy (CAP). These potentially most difficult chapters, on the CAP and CFP, 
were not opened during accession negotiations so it is impossible to say if a compromise 
could have been reached and at what cost to Iceland. The nation is divided in its support. 
Membership of the EU has stronger support by employers outside the fishing industry and 
agriculture. The political importance of agriculture sector in Iceland is much greater than its 
economic contribution would suggest. By staying out of the EU Iceland avoids implementing 
the CFP and CAP of the EU.  

If Iceland becomes a member of the EU, its influence within such a large institutional 
structure would be minimal. In fact, given its small size influence via membership would be a 
token benefit only. Iceland would also have a tiny weight in the Euro Area economy should it 
adopt the euro. A common currency would have limited Iceland’s possibilities to respond to 
the 2008 crisis when depreciation of the króna played an important role in bringing about 
adjustment of Iceland’s trade deficit. 

Small states have experienced difficulties in dealing with the larger EU states and EU 
institutions and this became clear during the 2008 crisis. Large EU states, supported by the 
EU institutions, do not hesitate to use strong arm tactics against small states. An example of 
this is EU’s handling of the crisis in Ireland and Latvia. The UK and the Netherlands, 
supported by the EU also used strong arm tactics against Iceland during the so called Icesave 
dispute. The Icesave dispute had negative effects on the sentiments in Iceland towards the EU 
and European nations, including the Nordic countries (who supported the Netherlands and UK 
in its dispute with Iceland during the crisis).  

When discussing Iceland’s response to the crisis the European Central Bank comments as 
follows: “When Iceland’s policy response in the wake of the crisis is compared with that of 
other affected countries, there are two measures that stand out most. First, Iceland introduced 
capital controls to protect itself from the worst repercussions of the sudden reversal of capital 
flows that it faced at the end of 2008, a strategy that has possibly aided its subsequent 
recovery. However, as time goes by, evidence is mounting regarding the distortive and often 
detrimental effects that these restrictions are having on the decision-making of economic 
agents and the difficulties that Iceland’s authorities face in decisively reducing the substantial 
stock of krónur that continues to be held offshore and returning to a fully liberalized capital 
account in the near future. Second, Iceland decided not to nationalize the debts of its oversized 
banking sector, instead opting to inflict losses on its financial institutions’ creditors and 
foreign depositors. Although this saved the government from assuming liabilities that would 
potentially have been beyond its debt-servicing capacity, it also opened the door to a series of 
legal challenges (with final decisions still pending in some instances), thereby introducing a 
significant degree of uncertainty for authorities, businesses, foreign investors and the general 
public” (ECB 2012, p. 97).  

Talking about “a series of legal challenges” and “a significant degree of uncertainty for 
authorities” could be viewed as comment or advice from the EU, but one could also view this 
comment as a threat. A small nation that does not yield to the EU and its larger member states 
will sooner or later suffer the consequences. The case of Latvia and Ireland comes into mind. 
Such comments or threats are not likely to increase confidence in the European Union in 
Iceland. 

Eventually the Icesave dispute went to the EFTA Court(7) were Iceland came out as the 
winning party. After receiving the court ruling the Icelandic Ministry for Foreign Affairs 
commented as follows: “The EFTA Court ruling on Icesave rejected all claims by the EFTA 
Surveillance Authority that Iceland should be declared in breach of the EEA Agreement. The 
Court rejected the claim that Iceland has breached the Deposit Guarantee Directive or has 
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discriminated against depositors’ contrary to EEA law. It is a considerable satisfaction that 
Iceland´s defense has won the day in the Icesave case; the EFTA Court ruling brings to a close 
an important stage in a long saga” (Ministry for Foreign Affairs, 2013). Had Iceland yielded 
to EU demands this could have brought its debts to an unsustainable level. 

Several scholars have commented on the damaging effect the Icesave dispute had on Iceland’s 
sentiments towards the EU. Professor Gylfi Magnússon, who served as a Minister for 
Economic Affairs in the government coalition after the crisis hit, commented as follows: „The 
governments of Britain and the Netherlands have not directly linked the dispute about Icesave 
to Iceland’s application for membership of the EU, but individual politicians in these 
countries, especially the Netherlands, have done so, e.g. encouraged their countries to oppose 
the progression of the application unless Iceland accedes to their demands. Understandably, 
such threats are very hard for Icelanders to swallow and they have undermined support for EU 
membership in Iceland. The Icesave dispute has undoubtedly had a very negative effect on 
many Icelanders‘ attitudes to other European nations and the EU and has fueled nationalism 
and isolationism“ (Magnusson, 2010).Thorhallsson and Rebhan comment as follows: „...while 
Iceland struggled to obtain assistance from the International Monetary Fund (IMF), Britain 
and the Netherlands allegedly blocked such assistance on a number of occasions, with the 
formal and informal approval of other European states.“ (Thorhallsson and Rebhan, 2011) 

It is hard to be impressed with EU’s handling of its post crisis problems. Currently one can 
say that the EU is faced with three crises: (i) a financial crisis, including a banking and a debt 
crisis), (ii) an economic policy crisis, including austerity programs, cutting welfare programs 
and increasing taxes, and (iii) a political crisis, where market forces compete against 
democracy. Post crisis economic performance in the EU is characterized by slow economic 
growth and long-term unemployment (especially among the youth) and increasing income 
inequality. It is unlikely that Iceland will want to join during this current period of uncertainty. 

The exit of the UK from the EU only adds to the uncertain future of the EU. It is currently 
hard to predict how exactly Brexit will affect Iceland. If Brexit slows global growth or growth 
within the European Economic Area this will also affect Iceland. In spite of tensions between 
Iceland and the UK from time to time the UK remains among Iceland’s most important 
trading partners. Should Brexit mean exit from the European Economic Area it seems likely 
that the governments of Iceland and the UK will work out other arrangements to ensure 
continued trade flows between countries. 

Table 3. Summary of advantages and disadvantages of Iceland joining the EU and the Euro Area 
Advantages Disadvantages  
1. Key benefits of joining the European Union is that access 

to the common market, but Iceland already enjoys this 
benefit via the European Economic Area agreement. 

2. With European Union membership Iceland could be 
more confident that the benefits of access to the 
common market would be in place in the longer term. 

3. Regular consultations with the European Union could 
help a small country such as Iceland with limited 
institutional capacity to increase professionalism in its 
public administration. 

4. European Union membership would ensure regular 
consultations and participation in European Union 
decision making. 

5. European Union membership could possible shield 
Iceland during times of crisis, economically and in terms 
of security. 

6. European Union membership would mean that Iceland 
could possible after two years of membership join the 
Euro Area which could contribute to economic/monetary 
stability. 

1. In Iceland there is a concern about EU’s Common Fisheries Policy 
(CFP) and Common Agriculture Policy (CAP). These potentially most 
difficult chapters, on the CAP and CFP, were not opened during 
accession negotiations so it is impossible to say if a compromise 
could have been reached and at what cost to Iceland. 

2. If Iceland becomes a member of the European Union, its influence 
within such a large institutional structure would be minimal. 

3. Small states have experienced difficulties in dealing with the larger 
European Union member states and European Union institutions and 
this became clear during the 2008/9 economic and financial crisis. 

4. With euro adoption, Iceland would lose its independent monetary 
policy, including the possibility to use the exchange rate of the local 
currency as a means of macroeconomic adjustment. 

5. Iceland would have a tiny weight in the Euro Area economy should it 
adopt the euro. 

6. It is hard to be impressed with EU’s handling of its post crisis 
problems. GDP growth remains low and unemployment remains high 
both within the European Union and the Euro Area. Iceland’s 
economic performance post crisis in more favorable than European 
Union performance. 

Sources: Constructed by the author 
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The consequence of small economic size for Iceland 

It is clear that outside the European Union a country like Iceland can be vulnerable because of 
small size, small institutions with limited institutional capacity and corruption. The 
government has not build strong capacity to work with large multilateral organizations and 
favors small multilateral structures such as EFTA, Nordic cooperation, and bilateralism if 
possible, and sometimes unilateralism during crisis (see, for example, Hilmarsson, 2014). 

Iceland is vulnerable when larger nations, including EU and EU member states use strong arm 
tactics to resolve disputes. There is a tendency within the EU to exercise authority with 
unilateral force, sanctions and threats. This was the case with Icesave as well as when Iceland 
has had disputes with the EU on the utilization of fisheries sources. This strong arm tactic is 
unlikely to impress Icelanders. 

Nordic cooperation is important for Iceland and Iceland cooperates closely with Nordic 
countries and the Baltic States in multilateral institutions such as the World Bank, IMF and 
EBRD. The 2008 crisis showed that Nordic countries are unreliable partners when under 
pressure from larger EU states. Dispute with larger EU member states supported by the EU, 
especially during the crisis, has severely damaged EU’s image in Iceland.  

 

Conclusions 

The Icelandic economy has recovered from the 2008 global economic and financial crisis. 
Current economic growth is healthy and unemployment is low compared with high income 
European Union countries, including the other Nordics. Headline deficit is in balance and the 
current account is in surplus. The economy is now better diversified than it was a decade ago. 
In terms of foreign exchange revenues, it is based mainly on three main pillars, (i) the 
traditional fisheries sector, (ii) aluminum production using domestic clean energy sources and 
(iii) a flourishing tourism sector. 

After the 2008 crisis hit there was certain loss in confidence in the Icelandic institutional 
systems leading to a European Union application submitted by the government in July 2009. 
The sharp depreciation of the domestic currency, króna, during the crisis and its historic 
fluctuations and loss of value over the decades due to monetary mismanagement also called 
for the adoption of a new currency where the euro would be the most likely option. However, 
euro adoption would require EU membership and a two-year period demonstrating sound 
economic management according to EU criteria. While unilateral adoption of the euro is 
possible in theory, it seems unrealistic politically and is strongly opposed by the EU. 
Furthermore, a common currency would have limited Iceland’s possibilities to respond to the 
2008 crisis when depreciation of the króna played an important role in bringing about 
adjustment of Iceland’s trade deficit.  

The so-called Icesave dispute with the UK and the Netherlands appears to have had damaging 
effect on how Icelanders view the European Union. Perceived EU backing of claims from the 
UK and the Netherlands has changed the way Icelanders view the EU and European countries 
and public support for EU membership is low post crisis. The government that took office in 
May 2013 withdraw the EU application and informed the EU that Iceland should no longer be 
considered an EU candidate country. National support for EU accession post crisis remains 
low according to recent public opinion polls. The new government that took office in 
November 2017 has no intensions to reapply for EU membership.  

Iceland clearly benefits economically from the access to the EU common market via the EEA 
agreement, enjoying gains from trade and economies of scale. This is possible as long as the 
EU is willing to respect the EEA agreement and as long as Norway is part in the EEA 
agreement. Without Norway, Iceland would not have institutional capacity to cooperate with 
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the EU under the agreement and given the small size of Iceland and Lichtenstein it is doubtful 
if the EU would be interested in such cooperation.  

Should Iceland become a member of the EU it is clear that the union would only give a small 
weight to Iceland in its decision making given its small population and economic size. This 
would also apply to the ECB should Iceland eventually become a member of the Euro Area. 
According to Keohane’s theory, Iceland as an EU member would fall under “system-
ineffectual states” category, i.e. those states that can do little to influence the system-wide 
forces that affect them, except in groups which are so large that each state has minimal 
influence. Iceland could strive to become a “system-affecting state” i.e. among those states 
that cannot affect the international system if acting alone but could exert some impact on the 
system by working through small groups or alliances. Cooperation with like-minded nations, 
especially the Scandinavian countries, and to some extent the Baltic States could be an option 
to consider. Those countries for example cooperate within the World Bank, the IMF and the 
EBRD (e.g. Hilmarsson, 2011). However, during times of crisis, experience shows that 
Iceland cannot rely on support from those small states that are more likely to follow their own 
interest or that of larger more powerful EU member states. This became clear during the 2008 
crisis and the Nordic countries also did not support Iceland strongly during the in its fisheries 
disputes with the UK. 

Iceland has always been reluctant to participate in international organizations unless benefits 
from such participation are clear, such as in NATO that also involved a bilateral defense 
agreement with the USA with both security and economic benefits attached. Unlike the other 
Nordic countries, the government has not build strong capacity to cooperate with international 
organizations and has preferred less formal structures and lower level of economic and 
political integration by being a member of EFTA and the EEA agreement. 

One can argue that a small country like Iceland needs a shield post crisis when it no longer 
benefits from strong bilateral relations with the United States, a system determining country. 
History shows that Iceland has preferred to use bilateral relations in solving its problems in 
the past and during crisis sometimes makes unilateral moves. In crisis situations Iceland has 
not hesitated to take actions against larger nations or group of nations including during the so 
called Cod Wars and during the 2008 global crisis. These unilateral actions have been 
successful. This contradicts the small states literature that generally claims that it is beneficial 
for small states to concentrate on multilateral relations within international organizations. The 
Icesave dispute also shows that an EU shield could come at a high cost when the EU supports 
the claim of larger EU nations like during the Icesave dispute. Furthermore, the experience of 
Latvia and Ireland during the 2008 economic and financial crisis further confirms that EU 
shield can come at a high cost. 

The question remains what the most feasible arrangement is for long term prosperity of 
Iceland? The slow growth, high unemployment and ongoing crisis in some European Union 
and Euro Area member states do not make EU membership attractive at least in the short 
term. There are issues related to cohesion and economic stability within the EU especially the 
southern Europe performing poorly compared to the northern Europe. The exit of the UK 
from the EU only adds to the uncertain future of the EU. It is currently hard to predict how 
exactly Brexit will affect Iceland. Should Brexit mean exit from the European Economic Area 
it seems likely that the governments of Iceland and the UK will work out other arrangements 
to ensure continued trade flows between countries.    

EFTA membership and the EEA agreement appear to be the best arrangement for Iceland at 
present as this arrangement ensures access to the internal EU market. The relations between 
EFTA/EEA and EU could, however, change in the medium or long-term and the decision 
made by the government of Iceland that Iceland should not be considered a candidate or at 
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least a potential EU candidate country may have been short sighted given how quickly the 
global environment can change. Iceland should maintain good relations with the European 
Union. 
 

Notes 
 
(1) Parliamentary elections took place on October 28, 2017 a new coalition between the Left-Green Movement, 

the Independence Party and Progressive Party was formed and took office in November 2017. 
(2) In addition to economic benefits to economic integration there can also be important political and security 

concerns that drive the integration process. 
(3) The European Free Trade Association is an intergovernmental organization set up for the promotion of free 

trade and economic integration to the benefit of its Member States (today Iceland, Liechtenstein, Norway and 
Switzerland). The Association is responsible for the management of: The EFTA Convention, which forms the 
legal basis of the organization and governs free trade relations between the EFTA States; EFTA’s worldwide 
network of free trade and partnership agreements; and The Agreement on the European Economic Area, 
which extends the Internal Market of the European Union to three of the four EFTA States (Iceland, 
Liechtenstein and Norway) (EFTA, 2014). 

(4) The EEA Agreement does not include the following EU policies: Common Agriculture and Fisheries 
Policies; Customs Union; Common Trade Policy; Common Foreign and Security Policy; Justice and Home 
Affairs (the EFTA States are part of the Schengen area); Economic and Monetary Union (EMU). 

(5) The EEA EFTA States do not have the right to participate in the political decision making within the EU 
institutions. The EEA Agreement does, however, provide the EEA EFTA State experts with the opportunity 
to contribute to the shaping of EU legislation (EFTA, 2014). 

(6) Those are the African Development Bank, the Asian Development Bank and the Inter-American 
Development Bank. 

(7) The EFTA Court, based in Luxembourg, corresponds to the Court of Justice of the European Union in 
matters relating to the EEA EFTA States. The Court deals with infringement actions brought by ESA against 
an EEA EFTA State with regard to the implementation, application or interpretation of an EEA rule. The 
Court also handles the settlement of disputes between two or more EEA EFTA States. It hears appeals against 
decisions taken by ESA and gives advisory opinions to courts in the EEA EFTA States on the interpretation 
of EEA rules (EFTA, 2014). 
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Annex 
 
Graph 3. Nordic countries. Current account balance. Present of GDP. 

 
Source: IMF World Economic Outlook Database 2017. 
 
Graph 4. Nordic countries. Headline deficit. Present of GDP. 

 
Source: IMF World Economic Outlook Database 2017. 
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Abstract. In this paper I have analyzed the basic structure of The New-Keynesian DSGE models, which 
include a governmental component, a fiscal policy model with multiple implications in macroeconomic 
stability. In order to describe elaborated is the system of models, I will illustrate for this purpose a few 
previous publications within the specialized literature of this domain. The case study will focus on a 
basic DSGE model representing Romania's emerging economy. The data used are the structural 
parameters of this economy, and the actual structure of the model system contains basic macroeconomic 
variables, such as real GDP, private consumption, gross investments, public expenditure and public 
debts. The chosen methodology for settling the system is the Blanchard-Kahn technique. The result is a 
vector, containing the stable solution and the unstable solution of the model. The unique and stable 
solution represents the value of the fiscal policy shock variable.  
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1. Introduction 

The problems of macroeconomic stability and instability are among the most complex ones 
and can be exposed through a number of different methodologies, such as DSGE models 
(Dynamic stochastic general equilibrium). There are two types of DSGE models: RBC models 
(Real Business Cycle) and New Keynesian models. (NK models). RBC are generally 
production and utility functions that do not involve the use of governmental policy models. 
NK models also include using the mix of fiscal and monetary policies. This work is focused 
on the implications of macroeconomic stability, on its own domestic tax destabilizations.  

Most New Keynesian models analyze cases where monetary policy is active, and fiscal policy 
is considered passive. A passive policy generally reacts to no influence, internal or external, 
so it is not possible for a reaction function to be formulated. In order to highlight the role of 
fiscal policies, in this paper I considered the fiscal policy to be active and defined by a reaction 
function similar to that of a monetary policy, a Taylor's rule function.  

Unlike linear regression models, DSGE models do not necessarily use the values of economic 
variables involved in models to estimate links and influences between these variables. This 
type of models can also be used for demonstrative, illustrative purposes, such as this paper, 
in order to establish the structural making of any economy. The DSGE models uses initial 
values, a priori, of the parameters found in the structure of built equations, which the 
researchers select from the entirety of the specialized literature in the field. This procedure is 
called calibration and it is considered to be the most rudimentary and most uncertain approach. 
Another variant would be the Bayesian estimation approach, which creates parameters with a 
posteriori values, through the use of probabilities attached to parameters and statistical filters. 
The method chosen in the practical segment of this study is calibration, because the estimation 
of Bayesian is generally used in complex DSGE systems, which employ many economical 
agents and therefore many component models. The models I will use consists of three 
equations and each of them represents the economic behavior of a market agent. The 
economical agents involved are households, firms and the government. The government is 
acting, of course, through fiscal policy, built as a reaction function similar to Taylor's rule, 
companies are described by a modified Calvo model, and the behavior of households is 
explained through the use of private consumption utility function.  

The purpose of this present work does not focus on a complex calculation of the resolution 
for this system of econometric equations, but to promote in itself a different perspective of 
DSGE model systems, in the light of an active fiscal policy and in the absence of the policy 
Monetary assets. The motivation behind the composition of this study is a previously acquired 
inclination to related topics with taxation, some of which were the theme of my license and 
dissertation. 

Further on, in the second section, I will elaborate a summary of the specialized literature 
focused on the theme of New Keynesian DSGE models, in whose composition the monetary 
and fiscal policy models enter, thus mentioning the most important articles based on this topic 
written by famous authors. Section Three comprises the case study, in which I will expose the 
details of the DSGE model with active fiscal policy, followed by section four, with the 
resolution of the model. The latest sections contain the bibliographic references. 
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2. Literatue review 

In the paper of (Blake and Markovic, 2007), the main discussion is whether the 
macroeconomic stability of the UK's open economy is provided by pure luck, in other words 
the lack of external shocks, or by the improvement of monetary policies over time. Most 
researchers most certainly agree that the main cause for the reduced variability of targeted 
macroeconomic variables, real GDP and inflation, is the lack of shocks from abroad. 

In order to prove this fact, Blake and Markovic used the data from the UK, the US and the 
combined economic offered by the rest of the world, marked as ROW. The model they use is 
actually a set of DSGE models, in which the behaviors of each main type of economic agent 
are modelled separately. Economic agents examined are the following: households, firms and 
government. Households are the ones that consume products manufactured by companies and 
offer instead labor force and capital for the same firms and, on the top of the microeconomic 
activity, there is a government which establishes charges and taxes, and then collects from 
households and businesses as public incomes, and makes government spending. Governments   
act through fiscal and monetary policies, but fiscal policy remains passive in their model, 
which means that the Government's entire activity is represented by the monetary policy 
model, a Taylor's rule equation, which determines the real value of an interest rate, with the 
use of inflation shock coefficients. All parameters derived from the equation are calibrated to 
suit the economic conditions of UK, USA and ROW. Most of these parameters are borrowed 
from previous studies carried out by different authors. In their opinion, a good monetary 
policy arises when a coefficient associated with inflation is greater than 1 and, on the other 
hand, a value of less than 1 happens in the case of poor monetary policies. An impulse-
response analysis shows how it affects the American-British economies and in what way. The 
whole of UK stability depends on the quality of their internal monetary policy in most 
situations, which means that they must have a good policy all the time to survive. If the U.S. 
policy is also good, then the risk of external shocks originated from their economy is very 
low. The best case occurs when all the economies around the world run the same effective 
policies and the model presents a single solution. The more inefficient policies you encounter 
in the model, the more unstable solutions the model will have. A sensitivity analysis, 
performed by researchers helps to determine the narrowest down number of unstable solutions 
and to find the most stable one. 

The objective of finding the optimum monetary policy is gathered alongside the importance 
and introduction of financial accelerators in the macroeconomic stability of India (Anand, 
Giorgia, Saxegaard, 2010). Financial accelerators in the economy are represented by 
entrepreneur, those dealing with external and domestic debt. The work itself states that the 
external debt is the main cause of economic instability in open emerging economies, such as 
India. Its present model has 4 categories of economic agents: households, entrepreneurs, the 
capital producers and retailers plus the fiscal and monetary authority. This is something a little 
more complex than the average DSGE model building. The monetary policy model is a 
modified Taylor rule based equation, where the value of nominal interest rates changes 
through the inflation gap, real output gap and the nominal exchange rate deviation. The 
methodology used is a Bayesian estimate, which uses initial values of structural parameters, 
and instead gives the posterior values of these parameters, after being processed together with 
the analyzed macroeconomic variables. Finally, the financial accelerator, represented by 
entrepreneurs, manages to improve the model and provide a good insight as the net value and 
their debts can shock the entire Indian economy. Due to its presence, the monetary policy 
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model focuses on reducing nominal exchange rate volatility and the depreciation rate of their 
national currency, all while increasing domestic shock inflation on other macroeconomic 
factors. 

The applicability of DSGE models extends with the work of Cem. (Cem, 2011). 
Macroeconomic stability models serve in this case, as a purpose, the enabling of accession to 
the European Union for Turkey. The set of models is divided between models for households, 
firms and government. The Government will act by means of monetary and fiscal policy, both 
of which are active. From the model addressed to households we can see directly the 
involvement of fiscal policies. Alongside the private consumption of goods, the end 
consumers of the Turkish economy are described also as consumers of public goods, which 
leads to the inclusion in the model of the government spending variable. The organizational 
structure of the companies is a production function with a technological shock based only on 
the labor force, and the price of goods is divided between companies that want to optimize 
their prices at new values and firms that will maintain their older prices.  In terms of monetary 
policy, the nominal monetary policy rates built by the central bank are calculated according 
to the deviation of inflation from its steady state values and the deviation of the output level 
from its steady state. Of these two influences, caring for price stability, through a low level 
of inflation, is the one that matters for the monetary policy. Fiscal policy, like the monetary 
policy, is also based on a reaction function, somewhat similar to those based on Taylor's rule. 
The representative tax instruments are the share of government spending in GDP and the share 
of tax revenues in GDP, sometimes known in the literature as fiscal pressure, or tax burden. 
The two variables are considered to be equally balanced, with no budget deficit. Both 
variables depend on their last value, the value of the output at a previous time and the current 
worth of the financial public debts. Along with the reaction function, a tax constraint is also 
required, describing the degree of solvency of the government by calculating the financial 
debt depending on the nominal interest rate, the previous amount of the debt, inflation surplus. 
This fiscal policy focuses on smoothing the government's debt level and stabilizing the real 
output level of the Turkish economy. 

Their results are indeed encouraging, as the a posteriori parameters are similar in comparison 
to those of the developed countries of European Union, so it can be said, by means of such 
research that Turkey could join the Union in the future, since the degree of convergence is 
high. 

Strictly on monetary policy, Taylor (Taylor, 1999) is historically assessing monetary policy 
patterns and models. This retrospective of the various monetary regimes in U.S. history is also 
accompanied by an analytical evaluation based on dynamic stochastic models over time. From 
the derivation of the quantitative equation for the determination of the monetary mass, 
elaborated by Friedman and Schwarts (Friedman and Schwarts,1963), Taylor proposes a new 
instrument for measuring monetary policy performance, namely the short term nominal rate 
of interest. The calculation of this monetary policy interest rate will take the form of a function 
built around two variables, inflation and real GDP. Claiming a steady rate of monetary growth, 
Taylor stated that the rotating speed of the latter, considered as an interest rate calculated by 
central banks, depends on the value of price variations and actual output in a economy, 
unaffected by inflation. This function will serve as a rule for creating an optimal monetary 
policies, because the higher the h and g coefficients, associated with the real inflation and 
GDP, the greater the efficiency of such a rule increases. In other words, the rate of interest 
will reflect in its worth, no matter how small or large it will be, the high sensitivity to the 
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modification of essential economic indicators for stability. The Federal Reserve Authority has 
used this analytical method since the beginning of the years 90 '. At the same time, Taylor 
used the model to estimate econometrical, through the smallest squares method, the situation 
of policies past the three ages: the age of the gold standard, which was anterior to the Bretton 
Woods system and the age posterior to it. The three periods are then compared with the present 
for the purpose of detecting policy mistakes. These mistakes in the exercise of policies are 
considered to be deviations from the policy rule chosen by the author, with positive and 
significant parameters as value. Low values of h and g coefficients, associated with inflation 
and real GDP, in the first two ages, are found to present multiple fluctuations in inflation and 
output and persist in the second period. As time goes by, the value of these parameters will 
increase by the end of the years 90 ', the last period which adopted the effective model of 
optimal monetary policy. A high value of these two parameters allows the policy, through the 
Taylor rule, to achieve its fundamental objectives regarding the macroeconomic stability. 
These objectives will always be price stability, low inflation, and increased control of real 
production at the economy level, correlated with the growth rate of monetary mass. 

The report paper made by a group of researchers (Clarida, Gauls and Gertler, 1998) comprises 
a characterization of the United States monetary system throughout the postwar period. This 
period is divided into two subperiods, the one before the year 1979, prior to the appointment 
of Volcker as chairman of the Federal Reserve System (FED) of the United States and after 
his appointment as president of FED. In order to achieve this objective, the forecasting 
reaction functions were mainly used. These functions have their role in the definition of the 
nominal interest rate and are divided into two categories of functions, following the rule 
applied by the FED before Volcker's appointment and Volcker's rule. Before the year 1979, 
the FED applies an increase in the nominal interest rate lower than the increase in inflation. 
In contrast, Volcker's rule provided for an increase in the actual and nominal interest rate in 
response to inflation increases and proved to be a good anti-inflation measure. The first rule, 
instead, gave rise to more macroeconomic instability, due to perhaps far too optimistic 
estimates of potential GDP or erroneous interpretations from the FED and economic analysts 
at that time regarding the dynamics of the inflation in relation to GDP. These rules are similar 
to the Taylor’s Rule (Taylor, 1979), which used similar variables in its functions. 

The studies of the certain Romanian researchers (Copaciu, Nalban, and Bulete, 2015 and 
2016) describe the estimation of a model DSGE with partial influences from the euro coin, 
developed for the Romanian economy. The model is based on a small and open economy, 
which includes financial destabilization at labor market level, and the additional mechanisms 
that are later introduced refer to the partial influence of the euro coin in financial sector and 
the expansion of the external sector towards a model for two economies. In the event of a 
decrease in value of the national coin induced by a shock of sovereign risk premium, the GDP 
is reduced due to a contracționary balance effect more strongly relative to the impact of the 
expanding induced by means of trade balance. Since financial operations in foreign currency 
are carried out in euro, and trading with goods and services is done in euro and US dollars, 
external shocks have different effects on the internal Romanian economy, depending on origin 
(European Community or USA). That way, it is possible to measure the influence of diverging 
monetary policies of Central European Bank and FED on developing markets in the financial 
and trading sectors. 
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3. Methodologies 

 In this article, I have used a set of DSGE models and applied as a methodology the Blanchard-
Kahn Technique, by using the MATLAB software and a reduced form of a code developed by 
the Bank of England, as presented in the practical work developed by Barnett and Ellison 
(2005). The data used are the structural parameters, presenting the situation of a Romanian 
economy, selected from specialized and reviewed literature. The whole of procedures used in 
this type of computing, whether the model is RBC or New Keynesian, it consists of 4 main steps 
always: 

1. Model Calibration Stage  
2. Linearization of the component equations of the model stage 
3. State-space matrix formulation stage 
4. Final stage, solving the equation system of the DSGE model 

The DSGE MODEL 

The model itself is a very simplified one, a modified version of the model described in the 
courses Practical DSGE Modeling (2005). Originally, it was used for a DSGE model with 
active monetary policy, a RBC model with Neo-Keynesian influences. I reconfigured the 
model, but also the Matlab code that was used, so that it includes the equations for households, 
businesses, but likewise the government's fiscal policy. Matlab is a program designed for 
multiple uses, which uses vector matrix calculations, scaling values and variables in the form 
of matrices. 

Figure 3.1. The DSGE Model 

 

 

Taxes         Taxes  
Public spending                     Public spending 

 

Debt  
 Goods 

 

Households 

According to the National Institute of Statistics, a household consists of a group of two or more 
persons, who normally live together and are related, that share a common household, sometimes 
working together in the household, consume and share the products obtained, participate wholly 
or partially in the formation and use of the budget of household incomes and expenditures. The 
household can be composed of a group of two or more persons, with or without children, 
between which there are no kinship relations, but which declare that, by agreement, they live 
together and have a common budget.  

People who live and farm themselves and who do not belong to another household are 
considered to be households consisting of one person.   

In any economy there is a large but still finite number of households, and the behavior of 
households is to consume marketable goods and to offer labor force rendered at a cost, that feed 
the needs of a firm. 

Government 

Households Firms 
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The household maximizes the present net value of the expected utility at the present moment 
to the infinite future and are subject to a budgetary constraint. Households are characterized 
by maximizing the utility by smoothing the level of private consumption. With the starting 
point of these attributes, I will build the form for the utility function, characteristic to 
households. 

Firstly, the function of consumption utility has the following basic form:  , But since, unlike 

other consumer utility functions, the workforce is not taken into account, its value will be  
σ = 1. Additionally, the utility function CRRA (constant relative risk rainfall) tends towards the 
logarithm function, when the value of the coefficient of the rate of substitution of consumption 
(σ) is 1. 

The condition of maximizing consumption, from one period to another, will be derived and 
form that relationship: 

max U(C0) + βU(C1) 

dU = 0= U’(C0)  dC0 + βU'(C1)  dC1 

= -  β    

where βt  is the discount factor applied to the consumption utility function and presents the small 
degree of uncertainty, but sure, correlated with the value of future consumption, C is the private 
consumption of households. Σ is, as I have said, the coefficient of elasticity of private 
consumption. 

Smoothing the consumption level refers to the application of restrictions on the utility function. 
Starting from the original budget constraint for households, built with monetary elements, we 
reformulated the respective constraint equation so that the household model would be 
compatible with the tax policy model. The budgetary constraint, in its basic form, is represented 
in this form: 

p1 C1 = ( W0 – p0C0)  (1+ r0) 

The monetary element in this relationship is the price associated with key variables: the private 
consumption of households and the workforce, together with which they form the gross salary. 
In order to rectify this fundamental influence of monetary policy and to highlight the importance 
of fiscal policy, the form of the equation will change as follows: 

b1 C1 = ( W0 – b0 C0)  (1+ g0) → 

 b1  dC1 =  – b0C0  (1+ g0) → 

  =  

where b  is the level of duty associated with consumption in each period and will take the place 
of the price, which means that, in the light of fiscal policy, each unit of good consumed has 
attached the promise of a debt to the government, not just a price, as specified in the case of an 
active monetary policy. In this case, I will treat fiscal policy as the only active policy of the state 
being analyzed; G represents the share of public spending in GDP and is one of the instruments 
of fiscal policy, another instrument being tax pressure, calculated as the share of taxes levied 
by the government in total GDP.   
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Like in the case of maximization of consumption, the equation shall be derived in order to obtain 
the above equality. Therefore, the following relationship will be obtained: 

β    

This equality can then be transposed into the context of stochastic patterns, dynamic over time, 
bearing the name of the Euler equation of consumption, or the curve IS dynamic:  

U’(Ct) = β  Et  [ U’(Ct+1)   ] 

An increase in the level of public spending has a growth effect on GDP, but at the same time 
a long-term reduction in consumption. At equilibrium, the level of public expenditure is equal 
to the level of taxes collected. Even in the case of a budget deficit, an increase in the maximum 
ceiling for public spending is subject to increased tax levels. The increase in taxes levied, by 
increasing the statutory tax rates, restrict the consumption of goods. At the same time, an 
increase in debt weight will stimulate consumption, because both the population and 
businesses often use borrowing funds for consumption purposes, or to invest in various 
investment projects. 

Firms 

Firms produce economic goods, based on their input elements, capital and labor, and therefore 
the activity can be replicated through a simple Cobb-Douglas utility function. These 
companies maximize their net up-to-date value, from one period to another, depending on the 
demand and supply curves and the rigidity of prices. Traditionally, the company's economic 
model would have this form: 

Y = A  f(K,L)=A K α L 1-α 

Coefficient A It is a shock of productivity and performs the shock role of the supply of goods. 
Y Is the GDP of the economy, K Is the capital invested in the production of economic goods, 
and L It's the workforce you filed. The coefficients of exponential α and (1-α) are the coefficient 
of elasticity of capital and labor. From this model you can deduce the main object of the 
companies, that of maximizing the profit, depending on the rigidity of the prices. 

From the perspective of the active tax policy, I believe that the function of the utility should be 
amended, as in the case of an active monetary policy the function focuses on the labor 
component, creating an association between the concept of price and salary, which It can be 
interpreted as a labor price. From a tax point of view, it is possible to leave a part of the 
workforce, so that the function is based only on the invested capital and the shock of 
productivity. 

Y = A  f( K )=A  K α 

On the model of DSGE systems with active monetary policy, I will build the representative 
equation for firms with the help of a modified Calvo model of price stiffness. This model of 
type Calvo will be based, instead, on the rigidity of the debts. From the next chain series of 
equations, I will deduce the final form of the company model. 
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bt= (1- ω)  bit + ω bt+1        FISCAL CALVO MODEL  

     

bit= (1- βω)  bt
*+ β  ω  Etbit+1 

          

bt
* = bt + ı̂         

 

 ı̂ = k    

 

   kt =  yt 

 

Normally within a model of type Calvo, ω It would have been a coefficient for the level of price 
stiffness, but in this case it has the significance of the degree of rigidity of debts, as most firms 
are indebted to the purpose of continuing their economic activity. The coefficient is in reality 
the persistence of the debt variable, in an AR-type process (1). The equation shall then be 
divided into two separate parts: the variable part fixing the actual level of debt ( (1- ω)  bit ) 
and the fixed part that remains rigid  (ω bt+1 ). A value ω=0 It would mean that the debts have 
a perfect flexibility, because the rigid component would be eliminated. The flexible part of the 
debt can be distinguished a potential debt value ( (1- βω)  bt

* ), Which is also flexible, and a 
future, expected and rigid value. The potential level of debt ( bt

* ) It is composed, in turn, of the 
estimated present value of the debts ( b and an additional investment cost ( ı ), What 
accumulates from one time to another. This investment cost is equal to the estimated value of 
capital at present time (  k ), and the estimated capital is equal to an α fraction of the value of 
the real GDP gap ( y ). The α parameter also represents the coefficient of elasticity of capital.  

The stochastic form of the company model will be based on the previously built fiscal Calvo 
model: 

𝑦t = 
  

 ( 𝑏t - Et   𝑏t+1 ) 

This form also bears the name Phillips Keynesian curve, or the Philips foresight curve, where k 

= 
 

  It is an index that marks the degree of flexibility or stiffness of the debt. That 

index acts as a volatility in the difference, the gap, between the debt at present and future time.  
If the expected future value is higher than that present, then firms are likely to be more indebted 
to the present moment, with the hope that they will be able to diminish their debts in the future 
with the profits obtained using Currently borrowed capital. However, in this way, the level of 
indebtedness of firms often exceeds the threshold of sustainability, resulting in diminishing 
economic activity for the production of economic goods and services.  

Government 

Normally, a government, as the central authority of an economy, operates over time with a mix 
of policies, consisting of monetary and fiscal policies, but in this situation we have opted to 
study the influences and The importance of the Romanian tax policy, using simplified terms 
and variables. Fiscal policy, as well as monetary, has the role of an optimal functioning guide, 
comprising its main objectives. These objectives will always be the stability of indebtedness, 
through a low debt level, and increased control of real production at the economy level, 
correlated with the growth rate of public spending, and implicitly of taxes and Tax collected by 
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the state. Following this reasoning, I considered it necessary to analyze only an active fiscal 
policy in exchange for an active monetary policy. At the moment, in Romania, fiscal policy 
plays a much more important role in balancing the economy than monetary policy.  

Monetary policy Model. Taylor's rule reaction function. 

rt= ρr  (rt-1) +(1- ρr)  [r*+ρπ  (πt –π*)+ρy  (yt -y*)]+ εt 

sau 

rt= ρr  (rt-1) +(1- ρr)  (r*+ρπ  𝜋+ρy  𝑦)+ εt 

where rt   Is the nominal interest rate, π, y Represents the inflation gap and the real production 
gap. From what you can see, the residual volatility parameter, εt, is, in reality, A shock of 
monetary policy. This reaction function bears the name of the function of the type Taylor rule. 
Taylor's rule regulates and optimizes the value of the dependent variable. The same rule also 
applies to active tax policy. 

Fiscal policy generally uses 2 instruments, namely public spending and taxes. The fiscal policy 
tool used in this  

Fiscal policy Model. Taylor's rule reaction function. 

gt= ρg  (gt-1) +(1- ρg)  [r*+ρb  (bt –b*)+ρy  (yt -y*)]+ υt 

τt= ρg  (τt-1) +(1- ρg)  [r*+ρb  (bt –b*)+ρy (yt -y*)]+ υt 

gt ≅ τt 

where τt   is the fiscal pressure at the economy level, ( bt – b *), (Yt -Y *) represents the public 
debt gap and the real GDP gap. In this case, residual volatility parameter,  υt, it's A shock of 
fiscal policy. The form I will adopt in calculating my study is much simplified to facilitate the 
faster calculation of equations. The function of public spending will react only to fluctuations 
in public debts and its size will be distorted by shock fiscal policy. 

𝑔  = δ 𝑏 + δ 𝑦t +υt                                       𝑔  = δ 𝑏 +υt 

 

4. Results of the DSGE model 

4.1. Calibration of the DSGE model 

The calibration basis assumes that we must choose a list of initial values, a priori, data for the 
necessary parameters. These parameters are substantiated and tested values, proposed by 
various researchers in the literature, focused on macroeconomic stability. Research must also 
correspond to certain key features for the economic environment of the country being 
analyzed. Therefore, all parameters were selected from the research of Copaciu from 2015 
and 2016. In this way, we no longer need to use statistical techniques to obtain parameter 
values, such as the Bayesian-type estimation, for their posterior values. This is the list of all 
necessary parameters: 

Table 4.1 
Description Parameter Values 
Discount factor  β 0,9963 
Capital elasticity coefficient  α 0,55 
The coefficient of elasticity of consumption  σ 1 
Persistence (stiffness) coefficient of public debt  ω 0,5 
Autoregressive tax policy shock coefficient  φ 0,5 
The Taylor rule coefficient for public debt  ρb 1,5 
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4.2. Model linearization 

The forms of equations within the DSGE system present are non-linear and cannot be resolved 
in this form. Therefore, by using the properties of the natural logarithmic function (Ln) we can 
bring the equations in linear form, the final form being this: 

y = Et yt+1 -σ-1  ( g  – Et b )  (Household equation) 

b  =β  Etb  + k  yt    (Equation for firms) 

g  = δ b +υt  (Equation for fiscal policy) 

υt+1 = ρ  υt  + εt+1 (Autoregression process for fiscal policy shock)  

k= 
  

 (Equation for the stability of public debt) 

4.3. State space Matrix formation 

Equations of balance of the DSGE model can be grouped into an equation system such as : 

υt+1 = ρ  υt  + 𝜀t+1 

Et 𝑦t+1 +  σ-1 Et𝑏 =𝑦 𝜎 𝛿𝑏 𝜎 𝜐𝑡 

β  Et 𝑏  = -k 𝑦  + 𝑏  

Then the system of equations is presented as a matrix form of  A0 Et Yt+1 = A1  Yt  + B0  υt+1       

1 0 0
0 1 σ
0 0 β

υ
E y
E b

=
ρ 0 0

σ 1 σ δ
0 k 1

υ
y
b

+ 
1
0
0

 

4.4. The solution for the DSGE system of models 

This section resolves the form of steady-states obtained. The technique used is Blanchard-Kahn. 
An alternative way to rewrite the matrix equation would be: 

Et Yt+1 = A0
-1A1 Yt  + A0 B0 υt+1       

A0
-1A1=A           Et Yt+1 = A Y t  + B υt+1       

A0 B0 = B           

Next, I will partition the model by dividing the variable matrix X into variables with historical 
values ( wt  ), predetermined and in variables with predicted values ( xt ), or variable control. 

Y
w
y    

w
E   y  = A  

w
x  + Bυt+1 

The new matrix A consists of the P matrix that contains the vectors of type Eigen (eigenvectors), 
the diagonal matrix containing the values of type Eigen (eigenvalues), called Lambda (Λ), and 
the inverse of the matrix p. The procedure is named Jordan decomposition. 

A =P  Λ   P-1 

The condition of the Blanchard-Kahn technique provides that the solution of the model with 
rational expectations is unique only if the number of unstable system solutions, in the form of 
Eigen vectors, is equal to the number of control variables, predicted. 
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If the stable roots are multiple, then we have multiple solutions and we cannot achieve a single 
balance and there is a need for alternative solution methods to be adopted. If unstable roots are 
multiple then there is not even a solution, there can be no question of balance. The Blanchard-
Kahn condition is satisfied if there is only one solution, the balance path is unique and the 
system has dynamic stability.  

w
E   y  = P   Λ   P-1  

w
x  + B  υt+1       

P-1   
w

E   y  = Λ  P-1   
w
x  + P-1  Bυt+1 P-1  B =R   

P-1   
w

E   x  = Λ  P-1  
w
x  + R  υt+1 

For a system with three equations, the rule is that, according to the Blanchard-Kahn condition,  
𝑤 = uT  and that  𝑥  to include  𝑦   and  

  Λ= 
Λ 1
1 Λ    P= 

P∗ P∗

P∗ P∗      R=
R
R  

The Λ matrix contains the Eigen values, the P matrix encompasses the formatting partitions  

P∗ P∗

P∗ P∗    
w

E   x    = 
Λ 1
1 Λ  

P∗ P∗

P∗ P∗   
w
x +

R
R   υt+1 

           

            Et
w
x          

w
x  

The whole idea is to convert and incorporate all the balance equations of the DSGE model into 
a single simple matrix equation, and then the matrix of solutions is divided into stable, historical 
values and unstable, predictive values. 

P∗ w  P∗ x w  

 P∗ w  + P∗ x  x       Et
w
x  =  

Λ 1
1 Λ   

w
x   

R
R  υt+1      

The last matrix equation will be disengaged in 2 linear equations, the next step being their 
resolution. The first equation is the equation of stable solutions, and the second is the equation 
of unstable solutions  

w Λ w  +R  υt+1       Equation of stable solutions 

x  Λ x  R  υt+1       Equation of unstable solutions 

Solving unstable Solutions  

 Et x Λ2)j x   Dacă  |𝛬 | 1, Then all solutions are stable, which means that  x 0 

P∗ w  + P∗ x  x = 0      xt= - P∗ -1P∗  

Solving Stable Solutions  

E w   Λ  w       
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The matrix of coefficients is divided into partitions. These partitions and stable and unstable 
values form a new system of equations, which will be resolved through the Matlab program. 

If 's the module of 𝛬  is less than 1, there is no problem, it does not reduce the value of the 
solution. 

w   P  
∗  w    P∗  y  

y    P∗   P  
∗  w              w    P  

∗  P∗  P∗   P∗ )  w            

w   Λ w   R  v   

w    P∗  P∗ P∗ P∗ )  w  

( P  
∗  P∗ P∗ P  

∗ ) w w  

A recursive structure for stable and unstable solutions was obtained.  

x   P∗ P∗  

w =  P∗   P∗ P∗ P∗   Λ   P  
∗  P∗ P∗ P∗  w   P  

∗

 P∗ P∗ P∗ R ε  

The final solution of the the equation system, obtained following the execution of the Matlab 
code, is an array with a matrix with 2 values, a value for the stable solution and a value for the 
unstable solution.  

The stable solution obtained is the shock value of the fiscal policy applied to the model in the 
given situations. 

 

5. Concluzii 

The main objective of this work was achieved through the use and estimation of a DSGE 
model, composed of a system of representative equations for the economic agents involved in 
Romania. Literature on the use of DSGE models abounds with various specialists in the field, 
both at national and international level. The international plane comprises renowned authors 
over the decades, such as Taylor (1999), or Clarida, Gauls, Gertler (1998), or Blake and 
Markovic (2007), which laid the foundations for the construction of these typologies of 
models. Internally, Copaciu, Nalban and Bulete (2015.2016) have built, in the publications of 
the National Bank of Romania, a complex architecture of most domestic economic agents, 
through the perspective of dynamic models stochastic and VAR models. Contrary to 
methodologies and forms of equations used in literature, I used a simplified but effective 
methodology to highlight the role of fiscal policy in relation to other functions, called the 
Blanchard Kahn technique. This technique was described in the training courses of the Bank 
of England by Barnett and Ellison (2005). The whole idea is to convert and incorporate all the 
balance equations of the DSGE model into a single simple matrix equation, and then the 
matrix of solutions is divided into stable, historical values and unstable, predictive values. 
The matrix of coefficients is divided into partitions. These partitions and stable and unstable 
values form a new system of equations, which will be resolved through the Matlab software. 
The stable solution obtained is the shock value of the tax policy applied to the model in the 
given situations. 

With regard to the new research prospects, on this path, the use of economic variables with 
real data, taken from databases such as Eurostat, is the immediate step necessary, as well as 
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changing the methodology used in solving solutions. The Bayesian estimation is the 
methodology most commonly used in solving DSGE models and it is preferable, since it has 
few limitations in relation to the data. The model will include in the future also a monetary 
policy, as well as other types of economic agents. The parallel use of VAR models (models 
with autoregressive vectors) is another viable option in determining macroeconomic stability. 
The research pathways are numerous and all must be exploited in order to make a balanced 
economic framework for Romania. 
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Abstract. This work emphasizes the need of a new paradigm in financial and corporate governance 
literature which would be based on the informational and "energy" exchanges that normally take place 
between the stakeholders of any corporation. Corporate governance is directly related to corporate 
finance, by definition. The main goal of any intellectual process that intends to express a general 
model of corporate finance will, firstly, have to go through corporate governance relationships and 
secondly, through a detailed emphasis of cash and "energy" flows. Thus, a new paradigm is required.  
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The argument 

As we have shown in a previous work, the role of the employees in the corporate governance 
system should be greatly enhanced considering that this particular group is responsible for the 
genuine value creation that occurs inside any company(1). Therefore, the co-determination 
model, which emphasizes the employees as a specific level of governance, is suitable to 
describe the most appropriate corporate governance solution within an enterprise. But we 
would like to take this even further, to the development of a potential new model. 

Considering recent developments of corporate governance mechanisms and based on human 
common sense, one would have to base any governance model on several cornerstone 
principles. Here are these principles stated and explained, based on our personal expertise in 
the field, and, most importantly, common sense and logic: 
 corporate governance relationships must be highly detailed, by law, in detail; 
 employees should play the central role in corporate governance; 
 benefits should be distributed according to "energy" flows; 
 cash-flows should follow the "energy" flows; 
 corporate governance research should focus mainly on cash-flow. 

The proposed principles 

To discuss the first principle, one may need a detailed study on labor legislation, which may 
differ from country to country. Then proper measures should be taken in order to adjust law or 
custom(2), so it may accurately describe corporate governance relationships, that exist between 
all corporate stakeholders. Thus, all corporate governance relationships must be highly 
detailed, by labor law. This would also imply restricting the liberties of a corporation, and the 
manner in which business is generally conducted. But the final outcome of this endeavor 
would be extremely valuable, as corporations would be subject to better controlling, as far as 
the government and the citizens are concerned. 

The second governance principle requires that employees play the central role in corporate 
governance. Yes; according to previous arguments that we had brought, employees 
(managers, workers, staff, etc.) constitute the life force of a company. They produce the value 
added, from inside the corporation. Any governance model should place these employees in 
the center of the paradigm. In our opinion, any serious researcher should challenge the current 
model (or paradigm) because it fails to emphasize the importance of a crucial stakeholder 
category - namely, the one which is responsible for creating the value of the company and for 
driving the "engine" of a corporation. The co-determination model may be a useful starting 
point, but the paradigm shift should not stop here. It should only start at this point. 
Shareholders play an important role, but a secondary one, in our opinion. 

According to the third corporate governance principle that we propose, the corporate benefits 
must replicate the path of the effective "energy" that has been consumed inside the 
corporation. Useful, at this point, would be to approach value by the EVT method(3). This 
abbreviation stands for "low entropy value theory", developed by a reputed researcher. The 
content of this theory generally states that value should be approached in a wider context, by 
applying interdisciplinary relationships, which are strongly correlated with the spectrum of 
natural laws. By this approach, at the foundation of corporate value we should place the 
physical support of matter which may take three forms: substance, information and energy, 
which in fact define low entropy. Thus, in this system of low entropy, business and finance 
happen. Then, as corporate governance is strongly related to corporate finance, one should try 
to identify all correlations to governance, and the financial outcome of governance. But, very 
simple logical reasoning requires that financial benefits should be distributed according to 
"energy" flows. By benefits, we refer to revenue, profit, cash-flow and static cash from 
accounts. "Energy" is provided by employees. This is the work "invested". And this turns into 
cash-flow. Shareholders provide only static capital, which does not actually turn into 
"energy"(4). It only acts as a temporary "incentive", which initiates the business cycle. 



A new approach to corporate governance 
 

 

47 

47

The fourth principle states that cash-flows should follow the "energy" flows. In our opinion, this 
is entirely true. Firstly, there is this solid financial indicator which is the cash-flow, by which 
corporate finance should be conducted more often. It actually shows the amount of cash which 
is brought into a company's treasury and bank accounts. This money flow turns (conventionally) 
into profit, thus influencing the shareholder cash-flow for the subsequent year. But this is not 
consistent to the "energy" flow, considering the latter is provided by the employees. Therefore, 
secondly, corporate governance, by law, should state that any cash-flow (and mainly 
remuneration cash-flow) be correlated to any "energy" flow - which is generally provided by 
work/labor. So, it would be more logical that shareholders hold the residual interest in cash-
flow, as they do in the static cash/assets, after deducting liabilities. Wouldn't it be more 
appropriate? By this new approach, we suggest that employees/personnel be paid by a total 
cash-flow which is at least comparable in value to the shareholder cash-flow. 

The fifth and last proposed governance principle is focused on the financial, namely cash-flow 
relations that occur during the progress of any internal activity, which is of course based on 
the corporate governance framework. From the monetary point of view, cash-flow would be 
the most relevant financial indicator; it is comprised of three main elements(5): operating cash-
flow, investment cash-flow and financing cash-flow. These monetary flows should be 
privileged in financial analysis, because they bring more information as compared to net 
income (profit), earnings before taxes(6) or any financially computed return. Therefore we 
consider corporate governance research should focus mainly on cash-flow. The future 
research materials should: emphasize the importance of cash-flow; identify the corporate 
governance relationships in any corporation; schematize these relationships and the cash-flow 
associated with them and verify if these cash-flows follow the "energy" flows. To this respect, 
research studies should not lack the EVT method. They should in fact apply it.  

Obviously, taking these principles in consideration would imply a big paradigm shift in 
corporate finance, and corporate governance. The main objective of corporate finance can no 
longer be "maximization of shareholder wealth". It would violate principles four and five (in 
order of presentation). Corporate law would need intense adjustments. Research work will 
have to be deferred; or shifted to accommodate the central stakeholders - the employees. We 
strongly believe it is time the research community challenges the old corporate governance 
models and creates the appropriate context for a new scientific paradigm, which is based on: 
interdisciplinary approaches, logic and common sense, actual human abilities, actual money 
flows and the correct viable potential of human resources. 

The solutions 

Building solutions to this present situation will be a complicated endeavor. This is mainly 
because these new proposed principles require modifying the existing legislation regarding 
labor, corporations, taxes. The solutions would imply:  
 attributing the central role in corporate governance to employees;  
 measuring the macroeconomic implications of this profound paradigm shift in corporate 

microeconomics; 
 implementing taxation on corporate cash-flow; 
 introducing a new accounting measurement for the "energy" spent by the human resources. 

Discussing the solutions 

Well, firstly, the legislator should attribute the central role in corporate governance to 
employees. This is obviously because these stakeholders are the ones that produce the value 
added within a company, therefore pure human logic requires they are given the central role in 
the governance of a company. Supplemental legal protection should be offered to any current 
or potential employee, while dealing with a corporation, from the economic circuit. 
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Secondly, the government must deploy measures in order to assess macroeconomic 
implications of this profound paradigm shift in microeconomics. From economic decision to 
political decision there is only one step. But how big of a step is needed and how long will it 
take to succeed, and with what amounts of human, material and financial efforts, only history 
will be able to tell us(7). Discriminating between economic and political factors, during this 
process, is difficult to achieve because in practice they are inseparable. 

Thirdly, the state would need to implement taxation on corporate cash-flow. Even though 
this may sound absurd or impossible for any practitioner, occasionally there comes a time 
when the given paradigm needs to be thoroughly scrutinized and challenged by anybody 
capable of simple deductive reasoning and innate human logic. By taxing cash-flow, taxation 
would be linked to the actual monetary source of the corporate revenues; in addition, 
corporations will have to use cash-flow, which is correlated to the "energy" flow. 

Fourthly, these changes must be reflected by accounting law, methods, instruments, etc. 
Therefore, a new accounting measurement is necessary to quantify the "energy" spent by 
the human resources. This a difficult objective to achieve. The double-entry bookkeeping 
system would be put to a very serious test, in order to quantify "energy", which should be 
directly related to the total corporate cash-flow. Cash-flow is "energy", from our view-point. 
To make this happen, all corporate governance systems should function as "rules-based" 
systems(8). Rules should be very strict. Cash-flow would need to be very carefully measured, 
computed, recorded and estimated, because this financial indicator will be the "key" in 
measuring the "energy". How exactly will this measurement be operated, we can only 
speculate for now, but the conceptualization is this.   

To conclude, this paper argued for an alternative approach in corporate governance. This new 
proposed corporate governance model would imply an extreme paradigm shift in financial 
theory, practice, thought, etc. But we stand by our argued opinion. We stand by it because we 
consider it to be correct. Even though it is not agreed upon by the majority of researchers and 
practitioners. Nevertheless, by using the human common sense and simple deductive 
reasoning, which were also used as argumentation tools in this paper, one can come to the 
simple conclusion that majority does not always equate to the truth of the matter. 
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Abstract. During the financial crisis, most of the financial institutions are trying to improve new 
products and services for generate new revenues. So, the implementation of bancassurance activity in 
the banking field contributes to strengthening of the competitive environment, developing new 
products in insurance and satisfying the customers’ needs in one financial institution.  
This paper aims to highlight different perspectives about bancassurance concept, history and 
development in this period full of changes and the identification of main strengths, weaknesses, 
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Introduction 

The development of financial markets and the increasing importance of banks in the economic 
and financial environment led to their specialization and the diversification of banking 
services and products. Thus, banks have also accessed capital markets in competition with 
securities, insurance, mutual funds and pension funds. The competitive pressure from other 
financial market segments (such as insurance and capital markets) has prompted banks to 
initiate and develop new services such as Bancassurance. 

Bancassurance is an arrangement in which a bank and an insurance company form a 
partnership so that the insurance company can sell its products to the bank's client base. This 
partnership arrangement can be profitable for both companies. Banks can earn additional 
revenue by selling the insurance products, while insurance companies are able to expand their 
customer bases without having to expand their sales forces or pay commissions to insurance 
agents or brokers.  

Bancassurance is an insurance brokerage activity that is complementary to the products of 
credit institutions and non-banking financial institutions, carried out through the network of 
these institutions (law no. 32/2000). 

The development of bancassurance can be divided into three stages. In the first stage, until 
1980, banks were selling guaranties as insurance in the form of direct extension of their 
banking activities. This service was not of selling insurance, as it is offered now days, 
therefore this period can be named as a period where bankers did not sell insurance but they 
acquired experience in this field. The second development phase began after1980, when banks 
started offering services in the field of insurance to their clients. First sale of Life insurance by 
banks was made in France. After that, during late 80’s unit linked and investment linked 
policies were sold in developed European Countries.  In the third phase, which began in 1990, 
banks started selling non-life insurance services too, along with life insurance policies 
(Krsticet al., 2011). 

The Bancassurance models may be 'Integrated models' which is insurance activity deeply 
integrated with bank's processes. Premium is usually collected by the bank, usually direct 
debit from customer's account held in that bank. New business data entry is done in the bank 
branches and workflows between the bank and the insurance companies are automated. In 
most cases, asset management is done by the bank’s asset management subsidiary. Insurance 
products are distributed by branch staff, which is sometimes supported by specialized 
insurance advisers for more sophisticated products or for certain types of clients. Life 
insurance products are fully integrated in the bank’s range of savings and investment products 
and the trend is for branch staff to sell a growing number of insurance products that are 
becoming farther removed from its core business, e.g., protection, health, or non-life products. 
Bank branches receive commissions for the sale of life insurance products. Part of the 
commissions can be paid to branch staff as commissions or bonuses based on the achievement 
of sales targets. 

Also, 'Non-integrated Models' – The sale of life insurance products by branch staff has been 
limited by regulatory constraints since most investment-based products can only be sold by 
authorized financial advisers who have obtained a minimum qualification. Banks have 
therefore set up networks of financial advisers authorized to sell regulated insurance products. 
They usually operate as tied agents and sell exclusively the products manufactured by the 
bank’s in-house insurance company or its third-party provider(s).  

In many countries, the choice of a business model is influenced by regulatory constraints (e.g., 
the minimum qualification required to sell insurance products, the type of products that banks 
are allowed to sell, or the nature of the relationship between banks and insurance companies). 
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Source: Author’s 

According to the definition of the Center for Insurance & Financial planning, “Bancassurance 
assume a wide range of detailed arrangements between banks and insurance companies, but in 
all cases, it includes the provision of insurance and banking products or services from the 
same sources or to the same customer base”. 

 

The Legal Framework 

The legal framework for bancassurance and the authorities’ attitude to its development  are 
clearly essential and have a real influence on the model’s conditions for success in a given 
country. 

In Europe, there are no limitations in place on Bancassurance models, point-of-sales 
approaches, or products that may be sold through banks. 

The Insurance Distribution Directive ("IDD") fully recasts the Insurance Mediation Directive 
("IMD"), and introduces several significant changes and challenges, to the whole insurance 
distribution eco-system. (Directive (EU) 2016/97 of the European Parliament and of the 
Council, on insurance distribution. 

Like its predecessor, the IDD is a 'minimum harmonizing' directive and member states will be 
able to 'gold-plate' it by adding extra requirements to it when implementing it. That said, the 
IDD is intended to significantly raise the minimum standards of the IMD. On cross-border 
trade in particular, the introductory wording to the IDD refers to the fact that the European 
insurance market remains very fragmented despite the existing single 'passport' systems for 
insurers and intermediaries. 

It came into force on 22 February 2016 and updates the 2002 Insurance Mediation Directive 
(IMD), which set out a framework for regulating EU insurance brokers, agents and other 
intermediaries. Member states have two years to transpose the IDD into national laws and 
regulations, ie before 23 February 2018 on which date it will repeal the IMD. 

An integral part of regulatory changes impacting the financial services industry (e.g. PRIIPs, 
MiFID), the IDD will require all actors involved in the manufacturing and /or distribution of 
insurance products to review their business strategy, adapt their organization, as well as 
rethink their future interactions. 
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This Directive is aimed at minimum harmonization and should therefore not preclude Member 
States from maintaining or introducing more stringent provisions in order to protect customers, 
provided that such provisions are consistent with Union law, including this Directive. 

Various types of persons or institutions, such as agents, brokers and ‘bancassurance’ 
operators, insurance undertakings, travel agents and car rental companies can distribute 
insurance products. Equality of treatment between operators and customer protection requires 
that all those persons or institutions be covered by this Directive. 

Consumers should benefit from the same level of protection despite the differences between 
distribution channels. In order to guarantee that the same level of protection applies and that 
the consumer can benefit from comparable standards, in particular in the area of the disclosure 
of information, a level playing field between distributors is essential. 

 

Extension of scope 

Where the existing IMD applies to the regulation of insurance intermediaries, the new IDD 
applies to the wider regulation of insurance 'distributors'. This means that it applies to: 
 all sellers of insurance products, including insurance undertakings that sell directly to 

customers: currently, the IMD applies to insurance intermediaries only. However, in order 
to level the playing field between direct and intermediated sales, the new directive applies 
to all sellers of insurance products including those that sell directly to customers. This 
reportedly results in the IDD covering about 98% of the market, compared to about 48% of 
the market covered by the IMD. In the UK, the change will not significantly impact the 
market due to 'gold-plating' of the IMD - however, the new directive does contain specific 
information provisions that may add cost and complexity to insurers' direct sales processes. 

 any person whose activities consist of assisting in the administration and performance of 
insurance contracts, including those acting on behalf of insurers - for example, claims 
management activities: currently, the IMD only covers those acting on behalf of the 
policyholder. However, the new directive extends its application more widely to others 
who assist in the administration and performance of insurance contracts - for example, in 
the event of a claim. This may improve service provision for insurers as such firms will 
have better controls in place, but additional costs may be passed onto insurers. Firms will 
need to confirm that all such entities that they do business with are properly authorised and 
that their contractual arrangements reflect the change in regulation. Notably, the 
management of claims of an insurer/reinsurer on a professional basis, loss adjusting and 
expert appraisal of claims have been 'carved out' of the extended definition. 

 ancillary insurance intermediaries: the scope of the new directive has also been extended to 
include 'ancillary' insurance intermediaries, although a lighter touch regime will apply and 
member states are entitled to require that insurers and intermediaries take greater 
responsibility for ancillary intermediaries. Ancillary intermediaries must meet three 
conditions to avoid full regulation, including that the insurance products concerned must 
not cover life assurance or liability risks unless that cover complements the product or 
service which the intermediary provides as his principal professional activity.  

Amongst other things, the new regime provides that when an insurance product is offered 
together with another service or in a package or as a condition for the same agreement or 
package, the insurance distributor must inform the customer whether it is possible to buy the 
different components separately. If so, it must provide an adequate description of the different 
components of the agreement or package as well as separate evidence of the costs and charges 
of each component.  

In France, the Bancassurance channel was introduced in 1980. The regulator exercises regular 
monitoring. Banks act as brokers for distribution of life insurance products.  
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In United Kingdom, the sale of insurance through banks was initiated in 2001. The sale of life 
insurance products by bank staff has been limited by regulatory constraints since authorized 
financial advisers who have obtained a minimum qualification can only sell most Investment-
based products. Following the reform of the polarization regime, banks will have the possibility 
to become multi-tied distributors offering a range of products from different providers. (Source: 
Report of the Committee on Bancassurance, IRDA, 2011)In view of the implementation of the 
bancassurance activity, some theories are based. The most important are: 
 Insurance sales costs are substantially reduced when policies are cross-sold to a bank 

customer base (Nicholson,1990) 
 Selling insurance products implies that the own customer base of each bank will be better 

protected against competition from other banks (OECD,1993, p. 47) 

Certain bank and insurance services are joint products and cannot be obtained separately. In 
other words, they form “tie-in-sales” (OECD,1992). However, to be sold in banks, most 
insurance products have to have their own advantages. They have to be standardized and thus 
at low costs. They may be produced by a subsidiary to the bank and thus treated as an in-
house product. This makes it easier for them to be sold through ordinary distribution channels 
(OECD, 1992, sections 23,54,64,68). 

 

Implementation of Bancassurance Advantages and Challenges  

Bancassurance carries important distributional advantages over traditional insurance agency 
networks. However, in an age in which insurance is frequently sold via the Internet or via the 
telephone, the earlier distributional efficiencies that helped Bancassurance develop in some 
countries are not so clear.  

One critical advantage held by the Bancassurance model is that the insurance is often a minor 
add-in cost when viewed as part of a much larger economic transaction. So the decision to 
take it (or not) is a relatively simple one. If the customer is taking out a loan that will run for 
perhaps 25 years, the insurance that helps make the transaction work may be only a small 
fraction of the interest payments.  

Also, using the branding of a bank is comfortable and will offer credibility to the insurance 
product. 

Third, a key advantage is seen from a customer sales opportunity perspective.  

Extending this is the transactional data advantage that a bank enjoys with the benefit of its 
prior knowledge of already knowing its customer. In some jurisdictions the use of such 
information is strictly controlled.  

A fourth advantage held by the Bancassurer is the ability to control the renewal process. This 
can easily act to the significant disadvantage of the consumer (a point discussed below under 
Regulatory Issues for Banks). From the bank’s point of view, however, it may be dynamically 
important that the borrower maintains proper insurance in relation to the loan—whether that 
be the Property insurance where the loan is secured by a title to property, or Life insurance in 
regard to the securing of the income stream intended to repay the mortgage, or otherwise.  

An additional issue here is that the longevity of the insurance is of general assistance to the 
wider process of communicating to the community the value created by insurance. The 
borrower who perhaps at first did not understand the details too clearly will quite possibly 
notice the annual deductions for the cost of insurance and ask in more detail about why the 
insurance remains part of the loan agreement. The more that occasions like this arise, when 
the general public attains greater appreciation of the purpose and value of buying insurance, 
the more effectively these issues will be accepted by the wider community.  
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Distribution Disadvantages  

In contrast to the five points mentioned above favoring Bancassurance as a distribution 
mechanism, numerous negative issues point to limitations for Bancassurance.  

In the literature there is a whole debate about the focus of companies involved in 
conglomerates creating or destroying value. In early literature (Lang and Stulz (1994), Berger 
and Ofek (1995), Servaes (1996), have shown that firms involved in multiple activities are 
less valuable. Leaven and Levine (2007) showed strong evidence to reduce the value of 
conglomerates, using data from 836 banks in 43 countries. They analyzed banks' bank 
balances taken from BankScope for various activities and compared the Tobin indicator for all 
the analyzed banks (Market Value of Capital / Replacement Capital). They attributed the 
destruction of value to the problems of agencies with the conglomerate structure. 

One problem is undoubtedly that the training of sales personnel is a complex and expensive 
process. Banks certainly have to give careful thought to the cost of training the sales 
personnel, which can never be as cost efficient as, for example, an Internet program can be. 
This is the principal reason why success in Bancassurance has been mainly limited to Life and 
Property products.  

A second lies in the motivation of sales personnel.  

A third and structural point is that the ―key momentǁ in Bancassurance comes at the key 
moment when (for example) the loan is sold. Once the customer checks the value-for-money 
of the product and decides that a superior—or at least a cheaper—product can be purchased 
elsewhere, almost no chance remains to recover the customer’s business. This lies in sharp 
contrast to the Internet search engine business model, when each year the search engine can 
test the market and offer the customer whatever is the most recent and most attractive 
alternative.  

In the end it is the cost ratio that counts over the long term. Bancassurance generally has 
cheaper cost ratios than almost all traditional agency-based sales processes. It is less 
competitive than the most modern Internet-based alternatives. 

  

SWOT analysis of bancassurance  

Every development that is invented or created has strengths, weaknesses, opportunities and 
threats for further advancement. Banking has less risks than insurance thus it is essential to 
carry out a SWOT analysis on the interaction between the two sectors.  

Strengths  

The advantages that bancassurance has over other distribution channels as pointed out by 
Gonulal, Goulder & Lester (2012) include:  

i. Gaining of efficiencies in the administration  
Bancassurance is an additional product to the banks in increasing profitability. Banks have an 
advantage since they can exploit the services of the current employees to sell the insurance 
products by training them. Rajasekar and Kumar (2014) supports the assertion that the bank’s 
trained staff, its brand name and the confidence and reliability of the bank’s customers boosts 
the sale of insurance products.  

ii. Capital advantages through diversification of risks  
Banks offer a wide variety of services. They can diversify their risks in various sectors of their 
operations such as the financial sector and the insurance sector. This builds a high credibility 
and trust in their services and customers will have more confidence in them.  
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iii. Arbitrage opportunities.  
It enables the bank to have competitive advantage over competitors. Teunissen (2008) 
explains that banks have an advantage in liquidity, lending and investing services. The benefit 
from the visibility and convenience of their branch networks gives them an edge over other 
distribution channels of insurance.  

Among other strengths that Rajasekar and Kumar (2014) outlines include their large customer 
base which they can sell the products to them. Banks understand the psychology of their 
customers as they interact with them on a regular basis. They can design products that suits 
their needs. Banks have a large and massive scale because they enjoy a wide network of 
branches even in rural areas.  

Weaknesses  

Just like all institutions, banks have weaknesses that affect their operations and hinders 
progressive growth. Insurance product design can be a weakness to a bank. A poorly packaged 
product can damage a firm’s brand.   

Rajasekar & Kumari (2014) outlined the weaknesses faced by banks. There is lack of an IT 
culture in all future corporations and the internet connections are not properly provided to the 
staff. Most bank employees have no understanding of the insurance products. The bank staff 
have to undergo a certain minimum period of training and have a test to get them licensed. 
Also, there is lack of personalized services since the bank employees cannot offer during and 
after the sales service due to uncertainty.  

Opportunities  

Bancassurance is an opportunity in itself in increasing insurance penetration in the economy. 
There also exist opportunities for bancassurers to exploit in order to increase their profitability 
as well as insurance penetration. Gonulal, Goulder & Lester (2012) identifies the opportunities 
which include: delivery of after-sales services and increasing customer loyalty and lifetime 
value. A well-designed insurance product will attract more customers and offering free 
additional services to clients boost their morale and encourages them to try out the products 
designed for them. Rajasekar & Kumari (2014) agree that opportunities exist for bancassurers. 
Many people in diverse areas need information about insurance and banks can use their 
networks in all branches to sensitize them. Also, the bank has a large database. It can group 
customers in a homogeneous manner so as to provide them with products that meet their 
needs.  

According to Gonulal, Goulder & Lester (2012), life insurance can be used to eliminate the 
hazards of both secure and unsecure lending. As the bank issue a loan, it can insure the loan 
against risk of default of the borrower in case of death. For instance, if the borrower purchases 
a house using the loan, the dependents will be affected by the uncleared loan since the house 
acts as security for the loan. The bank may have to take ownership of the house and auction it 
in order to gain back the loan money. The life insurance package will thus completely repay 
the debt if it had been taken.  

Under property and motor insurance, Gonulal, Goulder & Lester (2012) explain how the 
opportunities can be exploited. Property insurance insure against economic hazards affecting 
each property especially from concerns on continuing loan repayment or risk of damage of the 
security. For instance, a house purchased using the bank loan or a property acting as a security 
to the loan may be damaged due to theft, natural disasters or fire. This will be a loss both to 
the bank and the borrower. The bank can recover its liability through the insurance cover. 
Motor insurance apply to a car loan. Since the value of a motor depreciates quickly and its 
location is not fixed, the bank may insure the car and reduce the loan term to ensure the car’s 
value is not too low.  
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Threats  

The main challenges may arise due to conflict with insurance companies and also regulation 
issues may restrict their full participation in selling all insurance products. Competition is a 
main threat to bancassurers. The customers might not be willing to buy the products due to 
high costs or they may lack an understanding of the products work. Insurance companies may 
not be receptive of the new entrants (banks) into the insurance arena.  

In addition to reputational contagion, poor manpower management and non-response from 
targeted customers is a huge threat. The lack of insurance knowledge by employees prevents 
them from convincing customers to purchase the product.  

Bancassurance distribution represents a future solution and will continue to develop on the 
Romanian market. Bancassurance is the main channel of distribution in many countries, 
accounting for more than 50% of life insurance products (eg France, Italy, Spain, Austria) and 
in Portugal the share rises even over 80%. For Romania, there are no accurate studies on 
bancassurance distribution, but ASF estimates that it has a share of about 30% of gross 
premiums written on the life insurance segment below the European average. 

 

 
Source: European Insurance in figures, available online 
https://www.insuranceeurope.eu/sites/default/files/attachments/EuropeanInsuranceKeyFactsAugust2016.pdf 
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Bancassurance in Romania 

In Romania, the insurance activity is regulated by The Financial Supervisory Authority, as the 
competent national authority for regulating and supervising the capital market operations in 
Romania, with responsibilities in the field of consumer protection of non-bank financial 
services. Starting from January 3, 2018, Regulation (EU) no. 600/2014 on markets in financial 
instruments and amending Regulation (EU) No. (EC) No 648/2012 (MiFIR) and the European 
direct applicability regulations issued pursuant to Directive 2014/65 / EU of the European 
Parliament and of the Council on markets in financial instruments and amending Directive 
2002/92 / EC and Directive 2011/61 / EU (MiFID II), which will ensure a much safer, fair and 
efficient operation of European capital markets, while providing greater transparency for all 
market participants.  

At the moment, there is no regulation just for bancassurance activity. Bancassurance insurance 
distribution represents a future solution and will continue to develop on the Romanian market. 
Bancassurance is the main channel of distribution in many countries, accounting for more than 
50% of life insurance products (eg France, Italy, Spain, Austria), and in Portugalia the share 
rises even over 80%. For Romania, there are no accurate studies on bancassurance 
distribution, but ASF estimates that it has a share of about 30% of gross premiums written on 
the life insurance segment below the European average.  

The first bancassurance product in Romania was launched in 2001 by BRD and Aviva Life 
insurance (taken over in the meantime by Metropolitan Life, formerly Alico Asigurari). Since 
then, banks have turned into a crisis in one of the main channels through which life insurance 
is being sold, with the bancassurance channel contributing over 25% to insurers' businesses. 

Evolution of gross written premiums in period 2008-2016 

 

 

 

 

 

 

 

 

 

 

 

Source: Author’s own based on annual reports of The Financial Supervisory Authority (ASF) data 
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Evolution of insurance penetration in GDP 

 

 

 

 

 

 

 

 

 

 

 

Source: Author’s own based on annual reports of The Financial Supervisory Authority (ASF) data 

Figure on the next page shows the quarterly evolution of the share of each distribution channel 
over the period 2011-2014 from the PBS perspective. The data are presented in the manner set 
out in this study, namely aggregates at three months, six months, nine months and the full 
year, and refer only to life assurance itself. 

The chart shows that, at the level of the whole sector, insurance agents are the main 
distribution channel of life insurance itself. Moreover, underwritings through agents have 
grown relative to other channels, with their share rising from around 53% in early 2011 to 
around 63% in the middle of 2014. 

 

     
Source: Consiliul Concurentei, https://www.juridice.ro/wp-content/uploads/2015/02/ consiliul_concurentei -
studiu_privind_sectorul_asigurarilor_de_viata_din_romania.pdf 

Subordinate insurance agents is a channel by which 31% of traditional life insurance and 17% 
of investment funds were intermedium in June 2014 (in this case the share dropped from 
almost 40% at the beginning of 2011). In the middle of 2014, in the Romanian banking 
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system, 40 commercial banks, either domestic banks or branches of foreign banks, were 
active. Responding to the Competition Council's request for information, life insurance 
companies indicated that 27 of these banks were active as bancassurance operators, life 
insurance intermediaries, which means that in the middle of 2014, 13 commercial banks did 
not seem to have any similarities with the life insurance sector in Romania. A large proportion 
of commercial banks appear to be in relation to only one life insurer, 18 of the 27 banks 
indicated by insurers acting as a subordinate agent for one insurance company.  Only 9 of the 
27 commercial banks seem to have commercial relationships with several life insurance 
companies, in these cases being the intermediation of products for two, maximum three life 
insurers. This means that, for example, from the perspective of a client of the bank seeking 
access to a loan involving the conclusion of a related life insurance, the choice of life insurers 
to provide this insurance is limited. 

 

Conclusions 

The main challenge that this insurance system has, however, is the perception of clients: trust. 
The crisis has changed customer perception, made us more attentive to what we buy, what we 
are offered, to try to understand if we have a real need for a particular product. In 2014, 
confidence in the financial sector stood at 50% globally and in Europe at a much lower level - 
30%. Clients have changed their behavior both as a result of a lack of confidence and the 
reality of digitization. Bancassurance is the second channel of insurance distribution, its 
implementation in the banking system leads to the efficiency and profitability of the bank, 
both through its security in securing the clients of bank loan contractors, as well as from the 
perspective of commissions received by the bank from the insurers. 
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Introduction 

The introduction of Solvency II framework, starting with January 1st, 2016 with the goal to 
establish a set of capital requirements and risk management standards which deliver a 
consistent supervisory system across all European member states, has represented a “new era“ 
in insurance regulation. Currently, there is a global trend to a more risk-oriented regime and 
corporate governance, like in the European Solvency II regime. Notably, components of 
European Solvency II framework have been adopted in other countries. For example: Canada 
was one of the first countries that implemented Own Risk and Solvency Assessment (ORSA) 
in 2014.  

Many countries have either revised or are in process of reforming their solvency regimes with 
the goal to assess the solvency capital requirements based a more risk based approach. 
Countries from Asia, America, Australia and Europe have already made or have started to 
make important updates to their solvency regulatory frameworks.  Australia implemented in 
January 2013, the Life and General Insurance Capital (LAGIC) reform based on a three-pillar 
supervisory approach like in the Solvency II with the aim to update the prudential and 
reporting standards for non-life and life insurance companies. The regulatory authority for the 
Korean financial services industry had to review the RBC framework introduced in April 
2009 due to the rapidly changing on the insurance market. The Monetary Authority of 
Singapore have introduced from January 1st, 2017, the features and the risk calibration of the 
new RBC framework. In Thailand, the Office of Insurance Commission (OIC) have 
implemented a risk based capital (RBC) framework and gross premium valuation (GPV) 
regime in January 1st, 2013. In Canada, the Minimum Capital Test for Property & Casualty 
Insurance Companies implemented in 2003 had to improve the risk measures. The new regime 
became effective on January 1st, 2018. 

The main objective of this article is to provide an evaluation and comparative analysis of three 
most influential insurance regulatory regimes implemented around the globe: Risk-Based 
Capital(RBC) applied in United States of America, Solvency II used in European Union and 
Swiss Solvency Test (SST) applied in Switzerland. Since the publications presented in the 
second section of the paper, some features of the regulation frameworks have changed 
substantially which leads to a re-evaluation required of the three systems comparison. The 
most important changes under the three regimes are: Solvency Modernization Initiative 
adoption by the National Association of Insurance Commissioners (NAIC) in December 2010, 
Solvency II implementation since January 1st, 2016 after many delays and some updates in 
the Swiss Solvency Test influenced by Solvency II. The results of research are relevant both 
for insurers who need to implement the solvency requirements measures and for regulators in 
the process of reforming of the regulatory systems. 

The remainder of the article is structured as follows. Section 2 provides an overview of the 
literature review. Section 3 contains the methodology applied. The comparative analysis of 
three insurance regulatory regimes is presented in Section 4. The main conclusions of the 
paper are outlined in Section 5. 

 

Literature review 

In the insurance literature there are several research papers that present a comparison of the 
U.S. Risk-Based Capital (RBC), Solvency II and the Swiss Solvency Test (SST). 

Cummins and Phillips (2009) showed that the Risk-Based Capital regime is out-of-date 
compared with Solvency II and Swiss Solvency Test, as it is not an accurate predictor of the 
insurance companies insolvency, ignores important risks like as catastrophe risk and 
operational risk, should move towards a principles-based regime, should apply the market 
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values of assets and liabilities as Solvency II and Swiss Solvency Test, is static and ratio-
based model compared with European systems which are dynamic models and should 
introduce an own-risk and solvency assessment (ORSA) process such as Solvency II. 

Holzmuller (2009) noted that the need for reform of the Risk-Based Capital system compared 
with Solvency II and the Swiss Solvency Test which, satisfied generally the criteria developed 
by Cummins and al. (1994) and four additional criteria, Risk-Based Capital system should 
move towards a principles-based system similar with Solvency II and Swiss Solvency Test, 
the both European frameworks present advantages like internal model approach and total 
balance sheet approach.  

Eling and Holzmuller (2008) provided an overview and comparison of the regulatory 
insurance frameworks from United States, New Zealand, European Union and Switzerland. 
They show that the Solvency II and Swiss Solvency Test encourage the internal model 
development for a more accurate and individualized evaluation of an insurance company 
solvency situation compared to the standardized models like Risk-Based Capital. 

Doff (2008) concluded that Solvency II system satisfies most of the criteria developed by 
Cummins and al. (1994). He recommended a more balanced between the three pillars that 
could increase the Solvency II framework efficiency. 

 

Methodology 

This paper provide a qualitative evaluation of the following three insurance regimes: Risk-
Based Capital, Solvency II and Swiss Solvency Test. The frameworks have been tested based 
on the seven criteria developed by Cummins et al. (1994): 
(1) Getting the appropriate incentives; 
(2) Formula should be risk-sensitive; 
(3) Formula should be appropriately calibrated; 
(4) Focus on the highest insolvency costs for the economy as a whole; 
(5)  Focus on economic values; 
(6) System should discourage misreporting; 
(7) Formula as simple as possible. 

Also, the frameworks have been tested based on the four additional criteria developed by 
Holzmuller (2009): 
(8) Adequacy in economic crises and anticipation of systemic risk: 
(9) Assessment of management; 
(10) Flexibility of framework over time; 
(11) Strengthening of risk management and market transparency. 

 

Results and discussions 

In this section are discussed the advantages and disadvantages of the three insurance regimes 
based on the eleven criteria presented in Section 3. 

Criterion 1: Getting the appropriate incentives 

This criterion accentuates the importance of including in a supervisory framework an 
appropriate incentives for insurers to hold more capital and/or reduce their risk exposure. 

The RBC formula is factor-based, calculated by multiplying risk-factor charges by various 
balance sheet items. For example, in the underwriting risk are used as volume indicators: 
premiums and reserves. This factor-based approach to calculate the capital requirements 
provides incentives to insurance companies to charge lower premiums or lower reserves to 
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reduce their capital requirements. The new method PBR (Principle-Based Reserving) 
introduced as a part of the „Solvency Modernization Initiative” to calculate reserves for life 
policies issued starting with January 1st, 2017 may add value to this criterion. The RBC 
standards defined also the minimum capital requirements as a range from USD 0.5 to USD 6 
million, dependent on the state and the business line. This minim capital requirements fail to 
provide correct incentives because they do not take in consideration the insurers risk profile. 
The RBC formula fails to satisfy Criterion 1. 

Solvency II and Swiss Solvency Test satisfy Criterion 1. In the both two systems, the standard 
approach applied to calculate the solvency capital requirements is in general risk-sensitive 
which means that higher risks lead to higher capital requirements. The Minimum Capital 
Requirement for Solvency II combines a linear formula with a floor of 25% and a cap of 45% 
of the Solvency Capital Requirements. Also, the MCR is subject to an absolute floor, 
expressed in euros, depending on the nature of the insurance company. Under the Solvency II 
and Swiss Solvency Test, for calculating the solvency capital requirements it can be used the 
standard formula provided by the regulator, they can develop their own internal model or a 
combination of two. Internal models and partially internal models should be validated by the 
supervisor and therefore it is assumed that the both systems satisfy Criterion 1. 

Criterion 2: Formula should be risk-sensitive 

The first aspect of Criterion 2 stipulates that solvency systems, in order to reduce the 
possibility of the arbitrage in system, should cover all major types of risk. All three systems 
take into account the main types of risks as the following: market risk, credit risk, 
underwriting risk and operational risk. 

As part of the Solvency Modernization Initiative (SMI), the operational risk and catastrophe 
risk were included in the RBC formula. Starting with 2017 year, a standard factor approach 
for operational risk was adopted for all three RBC formula. For the 2017 reporting year, the 
most significant update is represented by the additional of a charge in the Property/Casualty 
RBC formula for catastrophe risk from the hurricane and earthquake perils. 

Solvency II includes a quantitative approach related to the operational risk. The catastrophe 
risk in Solvency II formula is taken into account under the underwriting risk. Under the Swiss 
Solvency Test, operational risk is treated qualitatively because it is considered inherent risk 
and it is difficult to measure. The catastrophe risk in Swiss Solvency Test is determined by 
predefined scenarios. 

The second aspect of Criterion 2 indicates that the formula should be risk-sensitive. The RBC 
formula for many categories of risk are not risk-sensitive, due to the volume-based capital 
charges that are independent of business risk written by the insurance company. Solvency II is 
considered in general more risk-sensitive except the operational risk, nonlife and health 
underwriting risks which are factor-based charges. Similar with Solvency II, Swiss Solvency 
Test is risk-sensitive, except the operational risk which is covered qualitative. 

The third aspect of Criterion 2 specifies that the solvency regims should not disadvantage 
small insurance companies. Even if Solvency II and Swiss Solvency Test impose high 
implementation costs that could be considered a potential discrimination for small insurance 
companies, the two solvency systems provide standard approaches to calculate the solvency 
capital requirements which are easier to implement. Moreover, in the Solvency II formula, to 
facilitate compliance for young and small insurers, it may be applied the proportionality 
principle.  

Consequently, the RBC formula satisfies Criterion 2 to a partly degree level, the Solvency II 
and Swiss Solvency Test satisfy Criterion 2. 
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Criterion 3. Formula should be appropriately calibrated 

According to this criterion, all three solvency systems should be examined based on: the 
dependencies between the different categories of risk, the time horizon and the confidence 
level applied. 

Under the RBC formula, the individual risk charges are aggregated by a fairly simplistic 
covariance formula (essentially assuming a covariance of either 0 or 1). The dependencies 
between the different risk categories are not correctly accounted under RBC formula. In 
contrast, under Solvency II and Swiss Solvency Test, the dependencies between the different 
risk categories are correctly accounted. The first aspect of Criterion 3 is satisfied by RBC 
formula to a low degree compared to Solvency II and Swiss Solvency Test, which fully 
satisfied this criteria. 

 The time horizon for all systems is one year. 

 The RBC formula is in general factor-based with some internal models for interest rate and 
market risk. The NAIC introduced in 2005 a new capital requirement regarding the equity risk 
associated with variable annuities. The RBC for variable annuities may be calculated applying 
an internal model calibrated based on the expected shortfall to a confidence level of 90%.  

The solvency capital requirements under the Solvency II standard formula “it shall correspond 
to the Value-at-Risk of the basic own funds of an insurance or reinsurance undertaking subject 
to a confidence level of 99,5 % over a one-year period” [European Commission, 2009,  p. 
113). “This corresponds to a one-year ruin probability of 0.5 percent, assumed equivalent to a 
BBB financial strength rating” [European Commission, 2004, p. 35].  

The solvency capital requirements, in compliance with the Swiss Solvency Test, are “based on 
the expected shortfall of change of risk bearing capital over a 1 year time horizon on a 99% 
confidence level. This corresponds to approximately 99.6% to 99.8% Value-at-Risk or a 
strong BBB rating” [Federal Office of Private Insurance, 2006, p. 8]. 

Expected Shortfall is considered a more accurate risk measure than Value-at-Risk in the 
predicting of the insurers insolvency. Consequently, the RBC formula satisfies Criterion 3 to a 
low degree level, Solvency II satisfies Criterion 3 and Swiss Solvency Test fully satisfy 
Criterion 3. 

Criterion 4. Focus on the highest insolvency costs for economy as a whole 

The larger insurers failures, although they are characterized by a lower occurrence frequency, 
may impose higher costs to the economy. This criteria is based on an analysis made by 
Cummins et al. (1994)  to approximately 200 insurers failures which show that the most costs 
of insolvency was induced by a small number insolvencies of larger insurance companies. 
Increasing the solvency regulation for larger insurance companies can reduce the insolvency 
costs for the (macro) economy. 

The RBC applies a factor-based model to calculate the necessary capital requirements which 
leads to a failure to satisfy this criterion. ORSA implementation, as part of the NAIC 
Solvency Modernization Initiative, for all the states by the end of 2017, allows regulators to 
form an improved view about the ability of the insurance companies to withstand financial 
stress. Consequently, the RBC satisfies Criterion 4 to a low degree.  

On the contrary, Solvency II and the SST are dynamic cash-flow-based models, in which 
probabilistic risk measures are used to calculate the solvency capital requirements. The Value-
at-Risk is applied in the Solvency II and Expected Shortfall is used in the Swiss Solvency Test 
regulatory regime. Expected Shortfall is an accurate risk measure that can be applied in the 
insurer risk profile evaluation. Selection the Expected Shortfall as a risk measure is considered 
more accurate to reflect the extreme events (e.g. catastrophe risk with high impact). Value-at-
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Risk focuses only on the insolvency loss probability to a specified loss distribution and does 
not measure the loss severity in case of a potential insolvency if the quantile level is exceeded. 
While, Expected Shortfall measures both the frequency and the severity of insolvency losses 
beyond the threshold of the quantile. The figure below presents an example of how Expected 
Shortfall and Value-at-Risk are derived from a loss distribution function. 

Figure 1. Illustration of Value-at-Risk and Expected Shortfall  

 

Source: [CEA, 2006, p.4] 

The Value-at-Risk selection as a risk measure to assess the necessary  capital requirements in 
the context of Solvency II standard formula does not have significant impact for large 
insurance companies because they may apply their internal models in which they can use 
alternative risk measures as Expected Shortfall if they think these are more adequate for their 
business.  

Both Solvency II and Swiss Solvency Test capital requirements, calculated on dynamic cash-
flow-based models, are accompanied by ORSA for a global and consistent view of an 
insurance companies risk profile. Consequently, Solvency II satisfies Criterion 4 and Swiss 
Solvency Test fully satisfies Criterion 4. 

Criterion 5. Focus on economic values 

The majority of the insurance companies in the United Statets prepare the regulatory reporting 
in accordance with the SAP (Statutory Accounting Principles). SAP is based on the GAAP 
(Generally Accepted Accounting Principles) framework, with rejects or differences in certain 
areas. SAP are designed to assist the regulation of the insurers’ reporting, while GAAP is used 
in the reporting for other financial user or investors. In general SAP financial statements are 
considered more conservative compared to GAAP financial statements and have less potential 
balance sheet variation from year to year than GAAP. 

In the Solvency II, the solvency evaluation of an insurance company is in conformity with the 
economic balance sheet. This gives an economic, risk-based image of the actual solvency 
position of an insurers at a given point in time. Liabilities (except the technical provisions 
which should be valued based on the best estimate principle) and assets are valued at fair 
value in accordance with IFRS (International Financial Reporting Standards). The Solvency II 
balance sheet is not completely consistent with IFRS financial statements, due to some 
specific conditions (for example intangible assets) and prudential exemptions (by example 
goodwill). The variation from year to year of the Solvency II balance sheet is greater than 
SAP. 

In the Swiss Solvency Test, assessment of the assets and liabilities is in accordance with the 
market-consistent valuation. Whenever possible, the assets should evaluate to the market 
values or an appropriate model can be applied to estimate the current value of the assets. The 
liabilities should be valued based on the best estimate principle. 
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Consequently, RBC fails to satisfy criterion 5, Solvency II and Swiss Solvency Test fully 
satisfy Criterion 5. 

Criterion 6. System should discourage misreporting 

In any of the three solvency systems, the potential misreporting problem is not clearly 
explicitly. The sanctions about data manipulation in order to decrease the capital requirements 
should be transparent and clearly defined for all the participants.  

The RBC applies a factor-based model to calculate the necessary capital requirements in 
which the misreporting may induce a significant reduction of the solvency capital 
requirements. RBC does not satisfy criterion 6. 

Solvency II and the Swiss Solvency Test use dynamic cash-flow-based models to calculate the 
solvency capital requirements, in which the misreporting to decrease capital requirements has 
a lower impact than in the RBC system. Both, Solvency II and Swiss Solvency Test are 
principles-based regulatory systems based more on the individual insurer responsibility than 
strict rules. Solvency II and Swiss Solvency Test satisfy Criterion 6 to a low degree. 

Criterion 7. Formula as simple as possible 

RBC, in essence represents a measure of risk. For each business line (life, health and 
property/casualty) are used distinct formulas in accordance with the specific business line 
characteristics of risk. The RBC formula is calculated using the following steps: (1) apply risk 
factors to statutory annual statement figures; (2) sum risk amounts and adjust applying a 
covariance formula; (3) calculate authorized control level RBC amount (ACL) and (4) 
compare ACL to total adjusted capital (TAC). Figure 3 provides an overview of the RBC 
formula. 

Figure 2. RBC formula  

 

 Source: [Cummins and Phillips, 2009, p.27] 

The new method PBR (Principle-Based Reserving), adopted starting with January 1st, 2017 
for the the U.S. life insurance companies to calculate the policy reserve, adds value to this 
criterion. Overall, the U.S. RBC formula, compared to Solvency II and the SST is relatively 
simple and as a result, Criterion 7 is partly satisfied. 

Solvency II uses a modular structure to calculate the solvency capital requirements. For each 
risk module/sub-risk module are calculated the capital requirements. Afterwards, these capital 
requirements, by using a correlation matrices, are aggregated intro an overall solvency capital 
requirement. Figure 4 presentes an overview of the Solvency II formula. 
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Figure 3. Solvency II formula  

  

Source: [European Insurance and Occupational Pensions Authority, 2014, p.6] 

The economic balance sheet of assets and liabilities and Value-at-Risk application as a risk 
measure lead an increase to Solvency II formula complexity. Consequently, Solvency II 
satisfies Criterion 7. 

The Swiss Solvency Test applies a holistic approach taking all the risks into the calculation. 
The market, credit and underwriting risk are determined by applying a stochastic modeling 
approach. Other risks than market, credit and underwriting are quantified based on scenario 
analysis. The results of the stochastic modeling approach and the scenario analysis are 
integrated through a prescribed aggregation method that takes into account covariability 
among risks. 

Figure 5 presents an overview of the Swiss Solvency Test formula. 

Figure 4. Swiss Solvency Test formula 

 

Source: Swiss Federal Office of Private Insurance, 2004, p. 10. 

The Swiss Solvency Test is considered more complex than Solvency II mainly due to the 
performance of scenario it analyses and the  Expected Shortfall  application as a risk measure, 
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which is considered more accurate than Value-at-Risk. Consequently, Swiss Solvency Test 
satisfies Criterion 7.  

Criterion 8. Adequacy in economic crises and systemic risk  

Allen and Gale (2007) note that “there is evidence that risk has been transferred from the 
banking sector to the insurance sector. One argument is that this is desirable and simply 
reflects diversification opportunities. Another argument is that, it represents regulatory 
arbitrage and, the concentration of risk that may result from this, could increase systemic risk” 
[Allen and Gale, 2007 p. 342]. Few months later, in 2008 year, Federal Government from 
United States had to rescue the insurer American International Group (AIG) known “as “too 
big to fail” to prevent a bankruptcy with possible risk systemic implications. 

Numerous authors, since 2009 have shown that the insurance activity is not systemic by 
design: only non-insurance and non-traditional activities, like in the AIG case, may lead to 
systemic risk. 

Bierth et al. (2015) applying three measures: conditional value at risk, linear Granger causality 
test and marginal expected shortfall on three groups: banks, insurers and non-financial 
companies shown that “Insurers do cause systemic risk, especially when they engage in non-
insurance activities, e.g. banking activities. Furthermore, we find that systemic risk in the 
insurance industry is mainly driven by the liability side, i.e. the capital structure rather than 
the asset side: however, on the asset side we find that the level of diversification is also a 
strong determinant of systemic risk, although further investigation is needed” (Bierth et al., 
2015, p.17). 

Baranoff (2015) showed that the majority of large insurers failures were linked to the interest 
rate risk (mainly in Japan during the 2000’s).  

Thimann (2015) offered a classification of insurance activities, as well as balance sheet and 
products in accordance with their systemic risk (for example: pure life annuities do not present 
systemic risk, whereas variable annuities with living benefits present systemic risk). 

To prevent bankruptcies with possible risk systemic implications, insurance companies should 
apply different models for the solvency capital calculation. The principle-based approach of 
the Solvency and Swiss Solvency Test gives more flexibility for insurers to apply internal 
models in managing with their risk profiles. Flexibility based on the application of various 
risk strategies can limit the possibility of systemic risk occurrence, while applying a single 
standard framework for all or for majority of insurance company may expose to high level of 
systemic risk. 

The RBC satisfies to a low level Criterion 8, Solvency and Swiss Solvency Test satisfy 
Criterion 8. 

Criterion 9. Assessment of management 

 In an analysis of failures insurers, Sharma Report found that most insurers failures were 
based on the inexperienced management (Conference of Insurance Supervisory Services of 
the Member States of the European Union, 2002). 

In 2001, Howard Davies, the first Chairman of the U.K. Financial Services Authority said 
“But we have learnt, from better experience, that no amount of capital is enough if the 
management in charge of it is incompetent, and the control systems are fatally flawed” 
(Ashby, 2011, p.12) 

Corporate governance is taken into account in all three systems.  

In November, 2014 the NAIC adopted the Corporate Governance Annual Disclosure Model 
Act and Regulation. Starting with June 1st, 2016, each U.S. insurance company must summit 
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a  Corporate Governance Annual Disclosure (CGAD) in which included a description of “how 
the qualifications, expertise and experience of each Board member meet the needs of the 
insurer or insurance group” (NAIC,2014, p.3). The report contains “a description of the 
following factors: (1)Any processes or practices (i.e., suitability standards) to determine 
whether officers and key persons in control functions have the appropriate background, 
experience and integrity to fulfill their prospective roles….. code of business conduct and 
ethics, the discussion of which considers, for example: (a) Compliance with laws, rules, and 
regulations; and (b) Proactive reporting of any illegal or unethical behavior.” (NAIC, 2014, 
p.4) 

In the Solvency II system, as part of the qualitative requirements, in Pillar II are included “The 
fit and proper requirements apply to all persons who effectively run the undertaking or have 
other key functions in order to ensure that all the persons having relevant functions in the 
undertaking are appropriately qualified” (EIOPA, 2010, p.2). 

Risk management is included also in Swiss Solvency Test, inside of the corporate governance 
framework: “the board of directors as a body must have sufficient knowledge of the insurance 
business and the requisite experience and knowledge of business management, strategic 
management, risk control, and finance and accounting (FINMA, 2016, p.4) 

Consequently, RBC, Solvency II and Swiss Solvency Test satisfy Criterion 9.  

Criterion 10. Flexibility of framework over time 

The most common reasons that lead to the inflexible of the solvency systems are: the slow 
political process, multiple stakeholders and wide geographic scope. Swiss Solvency Test, 
benefits from a reduced geographical application (only Switzerland), in contrast, Solvency II 
and RBC, which are applied to countries / federation of states. 

The small updates and changes are easier to implement in system designed by a principles-
based approach which in general is considered more flexible and adaptable like Solvency II 
and Swiss Solvency Test compared to RBC which is rules - based system. RBC satisfies this 
criterion to a low degree level, Solvency II satisfies this criterion to a partly degree level and 
Swiss Solvency Test satisfies Criterion 10.  

Criterion 11. Strengthening of risk management and market transparency 

Under all three systems, the insurers must summit annually to regulator “ORSA Report” to 
assess the adequacy of their risk management and current and prospective solvency positions 
under normal and severe stress scenarios. All the three systems have a similar concept of 
ORSA. 

The second aspect of Criterion 11 about market transparency is satisfied by RBC formula in 
accordance with U.S. Insurance Financial Solvency Core Principle 1: Regulatory Reporting, 
Disclosure and Transparency. Solvency II satisfies the second aspect of Criterion 11 about 
market transparency in accordance with Pillar III and Swiss Solvency Test satisfies based on 
the FINMA Circular 2016/XX “Disclosure”.  Consequently, RBC, Solvency II and Swiss 
Solvency Test are fully satisfy Criterion 11. 

Table 1 summarises the results of the three insurance regulatory regimes comparative 
analysis. 

Table 1. Comparative assessment RBC, Solvency II and Swiss Solvency Test. 
Criterion Risk-Based Capital Solvency II Swiss Solvency Test 

1.Getting the appropriate incentives 
   

2. Formula should be risk-sensitive 
   

3. Formula should be appropriately calibrated 
   

4. Focus on the highest insolvency costs for economy as a whole 
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5. Focus on economic values 
   

6. System should discourage misreporting 
   

7. Formula as simple as possible 
   

8. Adequacy in economic crises and systemic risk 
   

9. Assessment of management 
   

10. Flexibility of framework over time 
   

11. Strengthening of risk management and market transparency 
   

Legend: Unsatisfied     Low satisfied      Partly Satisfied      Satisfied   Full Satisfied  

Source: adapted from Holzmuller (2009), p.75 

 

Conclusions 

The results of the research reveal that the RBC framework has been substantially improved as 
a part of the NAIC „Solvency Modernization Initiative” compared with the results of the 
previous research papers which was published before these revisions. The most important 
improvements that have been added value to this analysis are : operational risk 
implementation for all three RBC formula and catastrophe risk implementation in 
Property/Casualty RBC formula starting with 2017 year, ORSA implementation from June 
1st, 2016, the PBR (Principle-Based Reserving) since January 1, 2017 and seven Insurance 
Core Principles.  RBC regime still remains a rules-based system which applies statutory 
accounting values and represents an “one size fits all” model for all insurance companies as it 
does not encourage the own internal models development. In contrast, Solvency II and the 
Swiss Solvency Test meet to a high degree level of satisfaction the criteria developed by 
Cummins et al. (1994) and Holzmuller (2009). 
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Abstract. The need to redesign social assistance mechanisms for poverty relief appears as a natural 
consequence of changing (sometimes frequent) parameters. The substantiation of the changes to the 
mechanisms must be transparent, appropriate and above all formal. Thus, it is necessary to carry out 
impact studies especially in the public revenues redistribution system through poverty aids where the 
needs of change are often determined both by the volatility of the macroeconomic environment and the 
social context. 
The study aims to create a simple, formal, quantitative algorithm for assessing the impact of 
implementing a public social assistance policy that can be quickly analyzed by decision-makers or 
even by the public. The quantitative model achieved can be used in the public policies design and 
aggregates the information into a two-part scorecard that pertains to the specificity of the chosen field 
and, on the other hand, the observance of general principles of optimal contracts under conditions of 
informational asymmetry. 
The specificity of the field chosen in the paper (poverty relief) was analyzed using artificial 
intelligence techniques, namely data mining algorithms, which are an important component of the new 
industrial revolution that humanity is currently going through. The result of this type of analysis was 
to determine a coherent prediction model underlying a sensitivity analysis. The second component 
approached the specificity of the management policy that was analyzed using principles derived from 
the theory of mechanism design, resulting in the determination of the possibilities for effective 
enforcement of public policies to combat poverty. 
The results have been aggregated into a decision tool based on a scorecard that can underpin the 
formal and rapid foundation of a public policy decision. The study is useful to specialists in designing 
optimal redistribution mechanisms for public revenue in social care and can be easily extended to 
other areas.  
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Introduction 

The efficiency of spending public funds in social assistance programs is a major desideratum 
for any public policy. That's why designing them is very important, just like the mechanisms 
developped for their application. The difficulty in determining the specific tools, channels, 
and mechanisms for a redistribution policy (social assistance) is as high as the administration 
of taxes and fees [1]. 

If optimality in designing social care programs is a specific attribute of a social policy, another 
equally important component is the creation of management channels to ensure that a high 
efficiency is achieved. The comparison with fiscal policy and tax administration is relevant. 
Thus, we can state that the optimal transfer mechanisms have specific features although 
closely linked to the public policy programs design [2]. 

The paper proposes an algorithm for rapid analysis of the implementation of a social 
assistance program starting from the targets defined according to a specific model, until the 
creation of an administration mechanism of the social assistance benefits. The study consists 
of two parts: the first one dealing with the dependence of certain social policy output 
indicators on other relevant input indicators (for this stage the authors proposed an algorithm 
of artificial intelligence) and in the second part, using a simple decision model outlines the 
premises of creating or refining the administration mechanisms (for this component the 
authors used the theory of mechanism design principles). 

Given the importance and complexity of anti-poverty programs, the authors considered the 
research as a concrete example in the area of social assistance. Obviously, the model can be 
extended to other areas of redistribution policies specific to public finances and institutional 
reorganization, if governments are proposing to streamline their public administration. 

The definition of poverty itself contains several components like income or wealth, others 
having a strong psychological impact. In a World Bank study, this complex phenomenon is 
very eloquently highlighted by the claim of a person in a high-poverty state: "Do not ask me 
what poverty is because you have met it outside my house. Look at the house and count the 
number of holes. Look at my utensils and the clothes that I am wearing. Look at everything 
and write what you see. What you see is poverty" - A poor man, Kenya, 1997 [3]. 

Therefore, it is immediately noted that the first component of poverty is given by low wealth 
(low incomes and/or material shortages). In this respect, in many countries, the use of income 
or wealth testing to identify cases subject to poverty programs and the inclusion in the target 
group of poor people with low incomes or acute material shortages are used to substantiate 
redistribution programs, on the basis of existing information [4]. Obviously, this revenue-
based targeting may have such under-mistakes when a person is not included although it 
should be or overlapping situations when a person is included although he/she should not be. 

Another component of poverty is a broader definition of utility function, for example the 
consequences of belonging to a social group [5]. This component is often difficult to 
determine, and therefore more mechanisms are needed to help create a specific poverty 
management system. In any case, the management mechanisms should be adapted to the 
factors that determine the sensitivity of the poverty indicators and they should take into 
account the economic policy, the local demographic and the social context. 

Political stability and corruption also influence the precision of targeting within the processes 
that determine eligibility for beneficiaries. In these circumstances, in order to meet the 
efficiency criteria, it is important to create formal analysis mechanisms for the problem of 
implementing, modifying or adapting administration programs and tagging mechanisms. 

In general, these programs are projected into the public system, but if we only refer to 
corporate social responsibility, we see that in this case a formal analysis is needed. Often, 
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decisions have to be taken quickly. Consequently, it is necessary to create a model of analysis 
that contributes to the effective and formal design of poverty reduction programs. 

Determining the general factors on which poverty depends it is an important milestone in 
building appropriate social policies [6]. In the first part of the study the authors used an 
artificial intelligence method which consisted in the unsupervised determination of some 
factors that characterize poverty and the pattern recognition specific to data mining processes. 
Factor determination was performed using a data mining algorithm. Data mining is an 
important component of the new industrial revolution that we are going through, and is the 
computing process of discovering patterns in data sets involving methods at the intersection of 
machine learning, statistics, and database systems [7]. Quantitative methods such as 
classification or clustering algorithms have also been used in research papers by the authors: 
Alkire [8], Bossert [9], Bourguignon [10], Antony [11], Muro [12] and Silber [13]. 

The second part of the study consisted in the analysis of transfer management mechanisms in 
human society and used the mechanism design theory principles, informational asymmetry 
and principal - agent theory. Mechanism design is a field in economics and game theory that 
takes an engineering approach to designing economic mechanisms or incentives, towards 
desired goals, in strategic settings, where players act rationally [14]. A mechanism is a game 
in which agents send messages and the principal chooses a result or allocation based on 
received messages [15]. Agents choose to accept or reject the mechanism. Agents that accept 
the mechanism play the game specified by the mechanism [16]. 

The principle of revelation is a key instrument in the design mechanisms and it was developed 
by Maskin [17], Holmstrom [18] and Myerson [19], relying on the ideas of Gibbard [20] and 
Aumann [21] and characterizes the results of all equilibria possible of all games that can be 
designed with different coordination mechanisms. 

 

Determining the variables on which poverty depends using pattern recognition  

It is difficult to define a set of indicators to provide a true picture of redistribution policies 
effectiveness. Therefore, it is important to find data sources that provide the possibility of 
such an analysis [22]. Arrow demonstrated that there is no perfect method of aggregating 
indicators, in the assumptions of complying with some reasonable conditions [23]. The design 
of public policies using the concept of data mining is part of the development of the modern 
society in which artificial intelligence has an important role. 

The authors analyzed a compact, very large volume database that revealed multiple 
components which can be examined using data mining concepts. The data used was taken 
from the SGI website, http://www.sgi-network.org/2017/ and includes the annual indicators 
for the 2014-2017 period (Annex 1). The analysis was performed for a number of 41 
countries, presented in Annex 2. In order to determine the marginal influences, the authors 
also calculated the order-1 and order-2 differences of each variable for each country. 

Taking into account the objective of the study, namely to verify the poverty dependence on a 
very large set of input data, the authors considered appropriate to take into account the 
preparation and transformation of the raw data and the marginal growth indicators(1). 
Practically, the indicators in the examined database were triple in number by defining new 
indicators resulting from the derivation of a benchmark against both the value of the previous 
year and the value of 2 years ago. Using this methodology, there were two years of reference 
for which there is a complete set of data, namely 2017 and 2016. 

For each year’s data above, the authors used a data mining technique having as variable the 
output poverty rate. Poverty rate is the output indicator that characterizes poverty, it is 
included in the Eurostat databases and is defined as a cut-off point of 50% of the median 
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equivalised disposable income [24]. Considering this poverty rate, the authors applied to the 
database a data mining technique known as the Numeric Predictor [25] to signal predictive 
models with a relatively small error. From the models predicted by the Numeric Predictor 
method, the CHAID [26] model is the most appropriate data mining model for 2016 and 2017 
data, given the number of fields used (Annex 4). 

Figure 1. Numeric Predictor Method 

2016     2017 

 
Source: authors own research results.  

Using the CHAID technique for the years considered (2016 and 2017) have emerged two 
common variables for the two models (Redistribution Effect and Potential Output Growth 
Rate). Basically, at this stage, the number of input indicators was reduced to a very small 
number of indicators (two in this case) that can be the basis of an analysis that would show the 
variation of the output indicator compared to other indicators analyzed. 

Redistribution Effect: represents the percentage reduction of the Gini coefficient by taxes and 
transfers.  

Potential Output Growth Rate: in economics, potential output (also referred to as "natural 
gross domestic product") refers to the highest level of real gross domestic product (output) 
that can be sustained over the long term.   

The existence of a limit is due to natural and institutional constraints. If actual GDP rises and 
stays above potential output, then (in the absence of wage and price controls) inflation tends to 
increase as demand for production factors exceeds supply. This is caused by the limited 
supply of workers and their time, capital equipment, and natural resources, along with the 
limits of our technology and our management skills. Potential output in macroeconomics 
corresponds to one point on the production possibilities frontier (or curve) for a society as a 
whole, reflecting natural, technological, and institutional constraints. Potential output has also 
been called the "natural gross domestic product" [27]. 

Using the above defined indicators, the authors applied a multivariate regression model to 
observe the explained variable dependency, the poverty rate, against the two indicators 
(explanatory variables). 
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Figure 2. Regression and regression error 

           2016    2017  

 

 
Source: authors own research results. 

The regression confirms that an important component in the determination of poverty is given 
by the redistribution effect to the economic growth, which confirms the known economic 
theories [28]. The full regression data can be found in Annex 3.  

It also follows that the income inequality component (coefficient of about 0.7) is more 
important than the component of potential economic growth (coefficient of about 0.3). This 
finding is basically the result of the first part of the study and symbolizes the characteristic of 
the component that gives the specificity of the domain as mentioned earlier. 

We also note that the above analysis includes the stages of a data mining process that is 
primarily performed according to the CRoss Industry Standard Process for Data Mining 
technology presented in the figure below [29]. 
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Figure 3. CRISP Data Mining Technology 

 
Source: https://commons.wikimedia.org/wiki/File:CRISP-DM_Process_Diagram.png 

Thus, once the problem has been defined, the dataset was analysed based on a defined 
modeling process. The authors also tested other models [30], [31] and will continue to carry 
out revisions of the model itself which will not influence the procedure of determining the 
optimal mechanisms.  

        

Optimal mechanisms for managing social assistance benefits and reducing relative poverty 

In designing social benefits administration structures, certain phases must be taken into 
consideration for a public policy objective, namely:  
a) Public policy development and monitoring (forecast) phase - which can be carried out by a 

central institution that performs impact analysis and modeling; 
b) The regulatory phase - which can be achieved by a specialized structure or the legal 

department within the central institution; 
c) Effective implementation phase - which can be performed by a lower-ranking public credit 

institution that actually targets the beneficiaries who may be included as a public target or by 
several institutions that have some collaboration and/or control relationships between them; 

d) Coordination and methodological guidance phase - which can be done by a department in 
the administration structure or a compartment within the central structure or by a lower 
public credit authorizer; 

e) The inspection and control function - which can be carried out either by an inspection 
institution or by a structure within the central institution or by a lower public credit authorizer. 

Looking at the above picture, practically, it is carried out the phenomenon of delegation by the 
state to various structures for the public policy achievement under informational asymmetry. 
In this regard, we may ask a few obvious questions: How should the architecture of 
institutions and attributions look like in order to ensure efficiency? What are the criteria 
underlying such a decision?  

 We can see the institutional structure as a chain of institutions from the central ones to the 
local ones in which the state delegates a certain component or responsibility. The agent theory 
can be applied in the public sector, including as a result of identifying the many relationships 
that are established between citizens or various entities. 

Thus, Parliament mandates the Government to lead state executive activities, ministries 
mandate subordinate institutions to implement sectoral policy areas for which they are 
responsible, taxpayers mandate local councils to determine the amount of tax, central 
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authorities mandate decentralized services at local level, public institutions mandate their own 
employees, supplier contracting authorities etc. 

The authors considered the public policy management as a process of establishing entities and 
systems that are meant to implement state’s public policies and among which there are 
established specific relations to the agent theory. 

For example, if we analyse issues exclusively from a decentralization point of view, according 
to the Council of Europe report - "Reforms of regionalization and decentralization in 
Romania", an efficient allocation of responsibilities between the central and local levels 
implies that the competencies regarding the implementation of strategies, policies, national 
laws and regulations to be exercised by the local public administration authorities, and the 
attributions for the elaboration of national strategies/policies, regulation, inspection and 
control on the manner in which the legal provisions in this field are complied with by the 
central public administration authorities. 

Regarding the use of the agent theory, the above case evokes the existence of only two central 
and local levels. However, in practice, the decision is much more complex, involving the 
existence of several public sector credit authorizers, coordination structures and control at 
different agents level. The efficiency of competences allocation exercised by public 
authorities in a broad sense implies not only decentralization, which is merely a customization 
of a broader concept of building economically efficient mechanisms to achieve one or more 
objectives, but, as previously specified, the establishment of certain structures.  

The study aims at defining a formal mechanism for analyzing the possibility of reaching the 
public policy objective (granting social benefit for poverty in the considered case) to a given 
structural context. Creating public policies takes into consdieration the failure of markets and, 
as a consequence, the state has more or less coherent information. Market self-regulation 
mechanisms allow effective self-regulation, but market failure may lead to the need for state 
intervention even if it can only maximize some self-regulatory processes [32]. 

That is why it is important for the state to be concerned about finding those mechanisms and 
institutions that ensure certain efficiency. There has always been a question of allocation 
efficiency under conditions of informational asymmetry. "The economic problem of society is 
not just a matter of how to allocate resources, it is rather a question of how to ensure the best 
use of resources for purposes that are only relative to these individuals", Hayek, 1945 [33]. 

If we consider the benefit of social assistance for poverty, let's assume that in a hypothetical 
country public policy implies giving a sum of money to the income of a person or household 
and the wealth of the household itself. Suppose there are central institutions in the country that 
know the income, another central institution that pays transfers and local authorities. In 
practice, there is a negative income tax based on marking (labeling). The model is described 
by George Akerlof in The Economics of "Tagging", which addresses the optimal charging 
model in a negative Mireless Fair tax with labeling [34]. 

Let's continue with this example and assume that due to the current development of the 
society, the local government has no access to real-time revenue data, these data being 
operative only by the central administration. At the local level, the material situation of the 
people is better known because of the fact that the leadership of the communities is much 
closer to the citizen. The state is involved in a public policy program that aims to increase the 
individual's own benefits and reduce poverty. 

The payment in this hypothetical case is supported by the state (state budget) through the local 
institution without the person paying the indemnity (the state) knowing clearly and completely 
the situation of that person who will benefit only through a mandate contract with the city 
hall. Thus, there are two levels of transactions: one that is established between the applicant 
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and the city hall, and the other in the relationship between the city hall and the state. In this 
system of institutions there may be different mechanisms. Funds may be allocated for 
transfers directly to the mayoralty or directly from the state on the basis of an online 
application or a joint mechanism where a local agency pays the money on the basis of an 
opinion issued by the mayoralty. Which of these variants is optimal? 

Based on the theory of Leonid Hurwicz [35] which started from the dilemma(2) described in 
ancient times by Juvenal, we can state that the mechanisms underlying the institutional design 
are certain types of games with incomplete (or asymmetric) information characterized by a 
"principal" who would like to condition his actions on information known to the other player 
(or other players) called the "agent" that the principal does not know. 

With reference to information asymmetry we can say that this is the relationship between the 
hidden actions given by the productive "effort" of the agents, in the context of the hidden 
information that they hold as agents having an informational advantage over the principal 
[36]. In this respect, we can define a mechanism as a procedure whereby the principal 
constraints the agents to properly exercise the obligations arising from the standards, 
regulations and performance criteria defined in the standards [37]. 

Thus, considering the example above, local communities know better, but often incomplete, 
the real situation of their citizens. Although a citizen may seem poor, he/she may in fact have 
a better material situation assuming he/she would hold other assets unknown to the mayor. 
According to the hypothetical model, let us suppose that there is an institution which makes 
the payment of this benefit. These central institutions have confidence in the ability to verify 
the local institution (at the city halls level), but obviously not entirely because the mayors 
have their interests, too. 

In the exerted management processes, the main actors in the relation with the agencies carry 
out a series of well-established and methodically developed processes and actions to ensure 
that the agents know, respect and adhere to the required professional norms and behavior, but 
also with the aim of increasing efficiency and effectiveness. So, for example, mayors may 
order in-house verification inquiries. These actions imply and involve adequate resources and 
appropriate costs that also lead to administration costs.  

Returning to Juvenal's story, in this case, part of the award decision is delegated to the 
municipal social investigation authority (first agent or guardian) who knows better the real 
situation of another agent that may be a poor person or a whole family. Agents will only 
report honestly unless the principal provides an incentive to do so either through monetary 
payments or other non-financial instruments or benefits, and by the existence of a sanction 
policy. Thus, in the above example, mayors have an agent role and are subject to sanctioning 
levers defined by law (inspections), but also have specific benefits, such as electoral ones. 

Since the provision of these incentives is costly, the principal is faced with a compromise that 
sometimes leads to inefficient allocation [38]. In an ideal world where the government would 
have all the relevant information, it would not be necessary to develop any mechanism 
because transfers can only be distributed based on central data. The state would simply 
allocate to every person entering this category the amount required in the account. 

In the situation described, the state is only partially aware of the real situation, for instance 
from the databases it has at its disposal and does not know the indepth status of the person or 
the household, such as other assets that may lead to exclusion etc. The situation is not the 
same in the particular case of other transfer policies where, for example, the date of birth and 
possibly some elements of education found in the Ministry of Education databases can define 
a direct payment system without the payment mechanism going through local level decision. 
However, in some cases, for a complete knowledge of the real situation, an additional agent is 
needed in this situation at the local level. 
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A first conclusion is that the evolution of IT systems can lead to significant savings in 
administrative expenses but also to a reduction in the level of risks if some of the mechanisms 
are changed. Such a model was considered by authors in other studies in which the 
mathematical equilibrium of the game is presented [39]. If the model created in this article is 
compared to another model in which the state directly grants poverty aid to a person on the 
basis of an own-responsibility statement (if the structure of the actors is changed or other 
elements or rules), it is noticed that the balance changes and it is generated a new or higher 
game value. 

Creating these models, analyzing and simulating them is a difficult process for the state 
decision maker and therefore it is important to be performed at least a preliminary analysis 
based on general principles of designing such mechanisms. This is especially necessary 
because there can often be changes in status and because there are needed several types of 
programs that work together [40]. 

Let us assume that due to technical progress in the field of information technology, a better 
knowledge of the income situation becomes possible, a possibility of easier data transmission 
between the local level and the central level, and the following year there is a major economic 
decline. For both events there needs to be a rapid evaluation tool that will result in effective 
measures which are subject to public policy. 

In the following we will outline some principles that can be considered in organizational 
redesigns. The first principle is that in a contract in which there is an informational 
asymmetry, the efficiency of the mechanism is based on the penalties and rewards system 
[41]. Thus, for example, in granting social transfers, the higher the penalty, the less 
demanding the tendency for fraudulent solicitation. The imposition of very high penalties 
implies a more difficult enforcement and can either lead to their inapplicability or to a high 
misapplication (fear of punishment). 

Another direction in streamlining mechanisms is to provide incentives that should help to 
make agents more efficient. Under the poverty transfer mechanism, it is appropriate to 
introduce sanctions both on the local level - the declarant level and on the central level, but 
also to introduce appropriate rewards such as, for example, additional funding for the 
municipalities where the inspectors found the smallest errors. 

A second principle is that the information flow between actors must be as fast as possible and 
without very high costs. In this respect, in the example above, a massive transfer of data and 
matching between them can be used as an opportunity, which greatly reduces administration 
costs, although they require an initial investment in technology. 

A third principle is that information asymmetry is reduced when signals from various actors are 
received. Thus, although the local level evaluates the state of a person's property, this can be 
done independently and by regularly consulting some data or information (petitioners, other 
institutions) from various third parties and establishing risk profiles. This principle starts from 
the fact that some people, including the guardians, have the ability and the inclination to 
discourage the inappropriate behavior of other lower-level guards. The mechanism is described 
very well in Hurwitz's work. The principal involves increasing the communication capacity of 
the beneficiaries or persons at lower decision levels directly to the central authority. 

Compliance with this principle entails the outsourcing of processes taken to control the 
adverse effects of the mandate contract. For example, Phong (2012) proposes the use of 
external audit. In the public sector, for public institutions, the use of external auditing could 
be equivalent to recourse to the Court of Accounts auditors or other similar institutions, such 
as the existence of an independent inspection at the local level. But, at the same time, it may 
also be the use of internal audit organized at the level of the senior public sector credit 
supervisor. 
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A fifth principle is transparency that contributes to keeping moral hazard under control. As 
the financial aspects are better known and more public, detailed and transparent, the 
differences in information between principals and agents are reduced, the power of agents 
abuse being proportional to the size of information asymmetry. We find a panacea through the 
transparency instrument for better governance of public funds. 

Faced with the above, we can build a multi-criteria aggregation model based on a scorecard 
[42], which will ensure the integration of the above principles by giving a note and 
significance to coefficients. For each VX variant it is quantified the impact on the two IJx input 
indicators and the informational asymmetry principles. 

Each value of the indicator is weighted by a coefficient having for each measure an amount 
equal to 1. Thus, we define the coefficients for Potential Output Growth Rate (weight 0.25) 
and Redistribution Effect (weight 0.75), each of which being proportional to those given by 
regression shown in Table 2 (0.75, 0.25). Similarly, the impact of informational asymmetry 
on the principals (Pix) is quantified, the sum of the index weights being also equal to 1. Each 
component will be assigned a ccy coefficient (0.4 and 0.6 respectively), the sum of the 
coefficients being equal to 1. 

Three options are being considered: 

Option 1 (mixed) - two levels of administration: one central level and one local level. There is 
a lower level orderer of the principal order. 

Option 2 (the beneficiary) - there is only one redistribution entity at central level. 

Option 3 - there is only one redistribution entity at the local level. 

Figure 4. Aggregation using a scorecard 
Component 
(component 
coefficient)  

Principle (Pix) / 
Indicator IJx 

Significance 
Coefficient 

cix 

Option 1 
Mixed   

Option 2   
The beneficiary 
asks the state 
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The beneficiary 

requests the local level 
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Penalty  Central  level – lower level public credit authorizer - 6,  
Lower level public credit authorizer Local  level - 6        
Local  level - beneficiary 8 

Central  level  
citizen - 5 

Central level  
Local level - 5 
Local level citizen - 3 

0.2 Average 6.67 5 4 
Rewards  Central  level – lower level public credit authorizer - 8,  

Lower level public credit authorizer Local level - 6       
Local level - beneficiary 8 

Central level  
citizen - 0 

Central level  
Local level - 5 
Local level citizen - 3 

0.1 Average 6.67 0 4 
Flow of 
information 

 Central  level – lower level public credit authorizer - 8,  
Lower level public credit authorizer Local level - 6       
Local level - beneficiary 6 

Central level 
citizen - 5 

Central level  
Local level - 5 
Local level citizen - 3 

0.3 Average 6.67 5 4 
Signals from 
various actors 

 Central  level – lower level public credit authorizer - 8,  
Lower level public credit authorizer Local level - 6       
City hall - beneficiary 6 

Central level  
citizen - 6 

Central level  
City hall  - 5 
City hall citizen - 3 

0.2 Average  6.33 5 4 
Transparency  Central  level – lower level public credit authorizer - 8,  

Lower level public credit authorizer   
City hall - 5       
City hall - beneficiary 5 

Central level  
citizen - 5 

Central level  
City hall  - 5 
City hall citizen - 3 

0.2 Average 6.33 5 4 
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Redistribution 
Effect 

0.75 5  7  5 

Source: authors own research results. 
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The proposed model solution is given by the maximum: ccy ∑ (cix x Vix) + ccy ∑ (ciy x Vjx). 

After the solution is identified, the positive cost-test response is determined, which is 
conditioned by the total cost of implementing the variance over the approved budget. The 
proposed methodology will allow for an appendix containing a similar analysis to be drawn up 
in drafting the normative act. When a government analyzes the state of affairs, it will find out 
what actually were the assumptions underlying the construction of a certain governance 
mechanism as defined by the law and will be able to reevaluate the impact of some indicators 
in the future improvements of the legislation.  

 

Conclusions 

The study created an algorithm for rapid and formal analysis of the implementation of a social 
assistance program starting from the public policy goals and developing a simple mechanism 
for analysis and decision making. 

The analysis covered two parts. The first part addresses the dependence of certain output 
indicators related to social policies on other relevant input indicators. For this stage the 
authors proposed a data mining algorithm. In the second part the authors used the mechanism 
design theory principles and analyzed the implications of the mechanism design in public 
management. Each of the two components were aggregated using a scorecard that allows a 
simple and formal analysis of the decision. 

The creation of an analysis model for transfer mechanisms through agent and data mining 
theory facilitated the explanation of certain phenomena that can be identified in the 
institutional projection phase as well as the determination of the impact of some components 
on poverty reduction. Thus, the paper confirmed the importance of redistributing income in 
social policy design. Defining a formal enforcement mechanism makes it possible for 
reorganisations in the public sector which can be accompanied by transparent and appropriate 
substantiation. 

The limitations of the study are given by the methods used, including data mining techniques 
and inherent subjectivity of decision-makers. 

The model can be extended to other areas of social assistance policies and institutional 
reorganization if governments are looking to streamline the public administration. The model 
will be complemented to incorporate other data mining models. 
 
 
 
Notes 
 
(1) The variation of an indicator is given by the difference between the value of the indicator in the reference year 

and the indicator (k) represents the difference of the second order. 
(2) A senator, guessing that his wife cheated him, put a team of soldiers to guard her. Not having enough 

confidence in them, he also put in a series of guards that were meant to guard the soldiers. This is where the 
question arises: But who will guard the guardians? 
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Annex 1. Dataset with the assessed indicators  
 

Domain / Indicator 
 Policy Performance  Education  Environmental Policies  GO Expertise 

Rank among 41 countries  Education Policy Rank among 41 countries  GO Gatekeeping 
 Economic Policies  Upper Secondary Attainment  Environment  Line Ministries 

Rank among 41 countries  Tertiary Attainment  Environmental Policy  Cabinet Committees 
 Economy  PISA results  Energy Productivity  Ministerial Bureaucracy 

 Economic Policy 
 PISA, Socioeconomic 

Background  Greenhouse Gas Emissions  Informal Coordination 
 GDP per Capita  Pre-primary Expenditure  Particulate Matter  Evidence-based Instruments 

 Inflation  Social Inclusion  Water Usage  RIA Application 
 Gross Fixed Capital Formation  Social Inclusion Policy  Waste Generation  Quality of RIA Process 

 Real Interest Rates  Poverty Rate  Material Recycling  Sustainability Check 
 Potential Output, Growth Rate  NEET Rate  Biodiversity  Societal Consultation 

 Labor Markets  Gini Coefficient  Renewable Energy  Negotiating Public Support 

 Labor Market Policy 
 Gender Equality in 

Parliaments  Global Environmental Protection  Policy Communication 
 Unemployment  Life Satisfaction  Global Environmental Policy  Coherent Communication 

 Long-term Unemployment  Health 
 Multilateral Environmental 

Agreements  Implementation 

 Youth Unemployment  Health Policy 
 Kyoto Participation and 

Achievements  Government Efficiency 

 Low-skilled Unemployment 
 Spending on Health 

Programs  Quality of Democracy  Ministerial Compliance 
 Employment Rate  Life Expectancy Rank among 41 countries  Monitoring Ministries 

 Low Pay Incidence  Infant Mortality  Electoral Processes 
 Monitoring Agencies, 

Bureaucracies 
 Taxes  Perceived Health Status  Candidacy Procedures  Task Funding 

 Tax Policy  Families  Media Access  Constitutional Discretion 
 Tax System Complexity  Family Policy  Voting and Registration Rights  National Standards 

 Structural Balance  Child Care Density, Age 0-2  Party Financing  Adaptability 
 Marginal Tax Burden for 

Businesses  Child Care Density, Age 3-5  Popular Decision-Making  Domestic Adaptability 
 Redistribution Effect  Fertility Rate  Access to Information  International Coordination 

 Budgets  Child Poverty  Media Freedom  Organizational Reform 
 Budgetary Policy  Pensions  Media Pluralism  Self-monitoring 

 Debt to GDP  Pension Policy 
 Access to Government 

Information  Institutional Reform 
 Primary Balance  Older Employment  Civil Rights and Political Liberties  Executive Accountability 

 Debt Interest Ratio  Old Age Dependency Ratio  Civil Rights Rank among 41 countries 

 Budget Consolidation  Senior Citizen Poverty  Political Liberties 
 Citizens' Participatory 

Competence 
 Research and Innovation  Integration  Non-discrimination  Policy Knowledge 

 R&I Policy  Integration Policy  Rule of Law  Voicing Opinion to Officials 

 Public R&D Spending 
 FB-N Upper Secondary 

Attainment  Legal Certainty  Voter Turnout 
 Non-public R&D Spending  FB-N Tertiary Attainment  Judicial Review  Legislative Actors' Resources 

 Total Researchers  FB-N Unemployment  Appointment of Justices  Parliamentary Resources 
 Intellectual Property Licenses  FB-N Employment  Corruption Prevention  Obtaining Documents 

 PCT Patent Applications  Safe Living  Governance  Summoning Ministers 
 Global Financial System  Safe Living Conditions Rank among 41 countries  Summoning Experts 

 Stabilizing Global Financial 
Markets  Homicides  Executive Capacity  Task Area Congruence 

 Tier 1 Capital Ratio  Thefts Rank among 41 countries  Audit Office 
 Banks' Nonperforming Loans  Confidence in Police  Strategic Capacity  Ombuds Office 

 Social Policies  Global Inequalities  Strategic Planning  Media 
Rank among 41 countries  Global Social Policy  Scholarly Advice  Media Reporting 

 Education  ODA  Newspaper Circulation 
 Quality Newspapers 
 Parties and Interest 

Associations 
 Intra-party Democracy 

 Association Competence 
(Business) 

 Association Competence 
(Others) 

Source: http://www.sgi-network.org/2017/ 
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Annex 2. Countries analyzed 
 

Australia, Austria, Belgium, Bulgaria, Canada, Chile, Croatia, Cyprus, Czech Republic, Denmark, Estonia, 
Finland, France, Germany, Greece, Hungary, Iceland, Ireland, Israel, Italy, Japan, Latvia, Lithuania, 
Luxembourg, Malta, Mexico, Netherlands, New Zealand, Norway, Poland, Portugal, Romania, Slovakia, 
Slovenia, South Korea, Spain, Sweden, Switzerland, Turkey, United Kingdom, United States. 

 
 
 

Annex 3. Regression analysis dataset 
 

2016  
Country Poverty Rate Redistribution Effect Potential Output Growth Rate 

Romania 2,06004619 3,966199432 5,753190255 
Israel 2,26789838 2,778122782 6,13950116 
United States 2,72517321 3,202892122 4,416763341 
Chile 3,01616628 1 6,51537123 
Mexico 3,05773672 1 5,810614849 
Japan 3,30715935 4,790188077 4,328016241 
Turkey 3,34872979 1 9,882540603 
Bulgaria 3,39030023 4,258427963 6,760730858 
Spain 3,39030023 5,079222853 3,597157773 
Greece 3,43187067 4,266412349 1,681264501 
SouthKorea 4,01385681 1,446327182 5,048433875 
Portugal 4,26327945 3,047995032 4,093097448 
Croatia 4,4295612 3,854418027 2,887180974 
Latvia 4,51270208 2,976135557 4,474187935 
Estonia 4,59584296 3,701117814 4,17662413 
Australia 4,67898383 4,446859475 4,270591647 
Italy 4,72055427 5,721167495 3,231728538 
Canada 4,76212471 3,883161817 3,503190255 
Lithuania 5,30254042 3,233232789 4,160962877 
NewZealand 5,46882217 3,52546132 5,032772622 
Poland 5,55196305 6,088449255 4,844837587 
Germany 5,63510393 5,610982967 4,735208817 
UnitedKingdom 6,05080831 6,428584102 4,171403712 
Hungary 6,17551963 7,616660752 5,36687935 
Slovenia 6,21709007 7,239797729 4,098317865 
Ireland 6,34180139 5,432132718 10 
Belgium 6,42494226 7,115241306 3,99912993 
Sweden 6,4665127 7,884936125 5,356438515 
Malta 6,50808314 5,412970192 5,909802784 
Slovakia 6,50808314 6,109208659 5,267691415 
Austria 6,59122402 6,184261888 4,281032483 
Luxembourg 6,63279446 5,716376863 5,121519722 
Cyprus 6,75750577 3,763396026 2,443445476 
Switzerland 6,75750577 6,094836764 3,377900232 
France 7,2147806 6,846965933 3,774651972 
Denmark 7,25635104 7,199875798 4,145301624 
Norway 7,42263279 8,964425124 2,652262181 
Netherlands 7,54734411 6,048527324 3,597157773 
Finland 7,71362587 8,253814762 3,769431555 
CzechRepublic 7,83833718 7,185503903 4,401102088 
Iceland 8,37875289 8,659421576 8,055394432 

Source: authors own research results. 
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2017  
Country Poverty Rate Redistribution Effect Potential Output Growth Rate 

Israel 1,89376443 2,813254081 5,325116009 
Romania 2,01847575 3,127838893 5,617459397 
UnitedStates 2,72517321 3,279542229 4,479408353 
Mexico 3,05773672 1 6,781612529 
Bulgaria 3,1408776 3,97897445 5,83149652 
Chile 3,30715935 1 6,22824826 
Japan 3,30715935 4,790188077 3,461426914 
Turkey 3,34872979 1 9,38138051 
Spain 3,55658199 5,050479063 3,633700696 
Greece 3,63972286 4,541075231 2,652262181 
Latvia 4,01385681 3,413679915 4,082656613 
Lithuania 4,01385681 2,378903478 5,137180974 
Portugal 4,26327945 2,442778566 3,920823666 
SouthKorea 4,26327945 1,773687012 5,011890951 
Italy 4,4295612 6,184261888 3,330916473 
Croatia 4,51270208 4,010911994 3,289153132 
Australia 4,67898383 4,446859475 4,421983759 
Canada 4,76212471 3,883161817 4,103538283 
Estonia 4,80369515 3,899130589 4,792633411 
NewZealand 5,46882217 3,52546132 6,149941995 
Poland 5,55196305 6,289655784 4,108758701 
Germany 5,75981524 5,601401703 4,380220418 
UnitedKingdom 5,96766744 6,316802697 4,938805104 
Sweden 6,09237875 7,953601845 4,729988399 
Cyprus 6,25866051 4,846078779 2,704466357 
Switzerland 6,30023095 6,233765082 3,236948956 
Ireland 6,34180139 5,821770759 4,354118329 
Belgium 6,42494226 7,035397445 4,385440835 
Malta 6,4665127 5,641323634 6,343097448 
Luxembourg 6,59122402 5,868080199 5,377320186 
Slovenia 6,59122402 7,356369766 3,926044084 
Austria 6,63279446 6,211408801 4,046113689 
Slovakia 6,63279446 6,997072392 4,562935035 
Hungary 6,75750577 7,380322924 5,450406032 
Norway 7,13163972 8,758427963 3,106438515 
Denmark 7,17321016 7,057753726 4,098317865 
Netherlands 7,2147806 5,885645848 4,281032483 
France 7,29792148 6,351933996 3,88950116 
Iceland 7,71362587 8,167583392 7,173143852 
CzechRepublic 7,79676674 7,257363378 4,808294664 
Finland 7,9630485 8,293736693 3,461426914 

Source: authors own research results. 
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How do unemployment benefits and minimum wage  
affect poverty? 
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Abstract. The instruments used anti-poverty-wise by governments and authorities in a direct manner 
are restricted to the economic tools such as the minimum wage system or the unemployment benefits. 
Although these instruments have a beneficial effect in the majority of cases, the abuse or misuse of said 
mechanisms can and would generate the exact opposite effect on the poverty-stricken population. The 
beneficial effects account towards the reintegration of the populace within the labour market, by 
securing a form of household income and by protecting the under-paid employees against the risk of 
falling into poverty as well as abuse and exploitation. These instruments need to be updated to 
undertake the new intricacy of dimensions that compose poverty, as seen nowadays. An in depth 
analysis of the phenomenon and the ramifications of its effects and causes is required to come up with 
other ways and instruments to help lessen its outcomes, combined with a change in perspective and 
focus over the classical instruments towards a better welfare of the populace. This paper studied the 
correlation that might exist between the indicators that reflect the phenomenon of poverty and the 
instruments used by the government to decrease its incidence and intensity such as unemployment 
benefits (insurance or assistance) and the minimum wage within the EU 28 countries in a ten year 
timeframe (from 2006 to 2015).  
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Introduction 

Poverty, with all its complexity and intricacy is important to be properly defined in order to 
assist authorities towards building and revising better, and more efficient financial policies 
within their economic system. This difficult task revolves around the most widespread 
definition of poverty, and that is, according to the World Bank, whatever comes just short of 
a "socially acceptable general standard of living"(1). Although poverty is mostly viewed as a 
lack of capability, either a lack of resources or material goods, either a lack of services 
towards achieving a minimum living standard, it can also be defined as a whatever falls just 
short of a socially acceptable standard of living within the population in question.  

Administrations are aware of the phenomenon of poverty and the negative effects it has 
economical and political-wise, thus they find themselves struggling to combat and diminish 
its grip on the citizens. The tools most countries commonly posses against poverty are the 
economical benefits that governments offer to its citizens in order to decrease the effects of 
the phenomenon. The main reasons poverty occurs in an individual's life is the lack of 
employment or the unsatisfactory wages offered to the workers on the labour market. Thus, 
the governments took into account the necessity to regularize the labour market conditions, 
deciding towards the introduction of a form insurance for the citizens that find themselves in 
risk of unemployment by offering them benefits based on the fees provided while being 
employed or, in case of long term unemployment, the unemployment assistance came into 
stage as a financial help. The unemployment assistance and its beneficiaries have been 
extensively debated as these funds need be sufficient enough to help poor people live and 
sustain themselves within the society and, at the same time, mustn't be high enough to stop 
people being motivated to return to the labour market and start working. Regarding the 
minimum wage, this financial tool is not used all over the European Union and its effects 
were not clearly demonstrated within the empirical analysis.  

This paper tries to answer the question if “do unemployment benefits or minimum wage 
help with the lessening of the incidence or the intensity of poverty?”. The subject was 
chosen because of the actuality and the relevance of the theme, as nowadays all 
governments struggle to fight poverty and make use of financial mechanisms in order to 
minimize the effects of the phenomenon. This paper clearly demonstrates the redistributive 
attribute of the financial funds held by the state. If we are talking about the unemployment 
insurance, for example, the employees pay a fee in case they will face the risk of 
unemployment. In case this situation occurs, said unemployed individuals benefit from those 
funds. 

This paper was constructed to follow the logic of any research thesis, starting with the 
published literature that discourses on the chosen subjects and using graphic analysis in 
order to see the correlationsbetween the indicators studied at a theoretical level within the 
EU 28 countries in 2016. The second part consists of three multiple regressions, built as 
panel data series that try to make an empirical analysis of the indicators chosen as dependent 
series (poverty indicators) and independent series (indicators referring to unemployment or 
minimum wage). The last part encompasses the conclusions of the study, which try to 
present and analyze the results of the entire research paper in a synthetic way, in order to 
clearlyexhibit the effects and the impact that government interventions have on the poverty 
phenomenon. 
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Literature review 

It has been more than 100 years since Rowntree published what was called“the first quasi-
scientific empirical study”(2) of poverty. In his study, he proposed a new way of 
conceptualizing, defining and measuring poverty by establishing a reference point based on 
a poverty line that was created by defining the cost of a diet and the allocation of funds for 
purchasing fuel and clothing. This study inspired not just the following published literature, 
but was also able to influence the governments into taking actions to define poverty, create 
an appropriate poverty line, measure the real value of income available to the people and 
refer to the well-being of the citizens within a nation. 

Theoretical explanations regarding the definitions of poverty, the ways of measuring this 
phenomenon or the efficiency of the programs proposed by the governments to alleviate it 
have been widely discussed and updated with the social dimension of this phenomenon 
aside from the economical standpoint since (Sen, 1974) developed the approach of using a 
set of axioms in order to determine, measure and evaluate the sensitive distributions of the 
poverty measurement. This approach was focused on showing the existing relationships 
between the existent poverty measures and the reality of the candidates that could be 
considered poor, both individuals or households. In fact, Sen proposed an index thatwas 
meant to monitor the combined effects of the incidence of poverty, the intensity of this 
phenomenon and the distribution of poverty within a specific group. It was the first time 
when an indicator for poverty measurement took the income distribution among a particular 
groupwas taken into consideration. In fact, this indicator focused its attention into showing 
the existing inequality between poor people by taking into consideration the degree of 
deprivation among them that leads toshowing another reality of this phenomenon than that 
of the lack of income and/or assets.  

In latest years, the poverty measures followed mostly the same pattern of measuring the 
income inequality or household consumption, without paying attention to the social welfare 
and well-being of the citizens within a nation. Based on a simple and comprehensive 
definition provided by (World Bank, 2001: pp.1), the poverty can be understood as a 
“pronounced deprivation in well-being”. 

In fact, based on this relative and sensitive approach of poverty, a well determined definition 
of poverty cannot be provided, as it depends on various topics as: who asks and who 
answers, how this question is understood- (UNDP, 2006), which are its effects, which are its 
causes, how it is felt, and much more topics that must be well understood and determined in 
order to make governmental actions towards poverty alleviation more efficient. 

Nowadays, “administrations are judged by their success or failure in reducing the officially 
measured prevalence of poverty”- (Tobin, 1969: pp.83). Based on this affirmation, it 
becomes clearer why the pressure of defining and measuring poverty is profoundly felt at a 
governmental level as “the adoption of a specific quantitative measure, however, arbitrary 
and debatable, will have durable and far-reaching consequences”- (Tobin, 1969: pp.83). 

As the poverty phenomenon gets more complex, the governments must fight against it by 
efficiently monitoring its causes, its effects and the changes that were registered after the 
administration's interventions into this social factor that affects the prosperity of a nation. As 
well-being is becoming a subject more debated andgot related to the “capability of a person 
to function in the quotidian society”- (UNDP, 2006: pp. 3), it is mandatory that the financial 
and social instruments used by governments to fight poverty should be updated to the 
current reality. As the abundance of areas involved by this phenomenon are becoming more 
intricate, the governments must update the instruments that can be used as one cannot hope 
to obtain different outputs based on the same input- (Polak and Warwick, 2013: pp.34). 
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The following chart presents the poverty tendency between 2010 and 2016 as per the 
average value of European Union 28 countries. Based on the graph below, one can state that 
the poverty rate was highest in 2014, at a level of about 25.3%, and lowest in 2010 when it 
reached the level of 23.4%. Although the difference between the minimum and the 
maximum value is less than 2 percentage points, the poverty trend was not constant. 
Between 2010 and 2014, the poverty rate slope was ascending, while, starting with 2015, the 
indicator started to fall, reaching 24.2% in 2016. Although in the last period of the studied 
timeframe the poverty rate was lower, almost a quarter of the people living in the European 
Union 28 are in risk of poverty or social exclusion. 

Graph 1. The evolution of poverty rate between 2010 and 2016 in the EU 28 countries 

 

Source: made by the author based on Eurostat database 

Based on the previous diagram that shows the dynamic and the evolution of the poverty rate, 
it would be interesting to discover how the poverty rate is dispersed between the subjects, thus 
the second graph based on the poverty rate level in the EU 28 countries in 2016 would be 
useful. 

Graph 2. Poverty rate level in 2016 across the EU 28 countries 

 

Source: made by the author based on Eurostat database 

From the previous graph, one could deduce that the maximum poverty rate in the EU 28 
countries, was found in Greece in 2018 with a level of about 39.6%. This figure can be a 
result of the economic crisis that hit Greece in the latest years. Very close to Greece are 
Bulgaria and Romania with a poverty level reachingat about 37.1% and 36.9% in 2016. The 
lowest poverty rate level in the EU28 countries in 2016 can be found in the Czech Republic 
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with a 13% rate, followed closely by the norther countries: Sweden and Finland. Slovakia has 
another meaningful poverty rate at about 17.3% and 17.6%. 

It is common knowledge that the European Union tries to fight back this phenomena on by 
using subsidies offered by governments in order to help poor people break out of poverty or, 
at least, decrease poverty intensity. The following diagram shows the risk of poverty rate 
before and after the transfers of benefits from the governments to the beneficiaries in the 
EU28 countries in 2016. 

Graph 3. The dynamics of the poverty rate before and after the social transfers in EU28 countries in 2016 

 
Source: made by the author based on Eurostat database 

The antecedent graph displays the dynamic and the evolution of the poverty rate before and 
after the social transfers provided by the governments were done. 

As mentioned before, in 2016, the maximum poverty rate after the social transfers were 
donecan be found in Greece and the lowest in the Czech Republic. It would be interesting to 
analize the poverty rates of these countries before the social transfers were issued. Based on 
the Eurostat data, the Czech Republic's active instruments in the fight against poverty are 
the most effective even if the amount of people that are at risk of poverty and social 
exclusion before the transfers were done is taken into consideration. The country that has 
the greatest incidence of poverty before the social subsidies is Ireland, with a level of 
34.7%, followed closely by Greece and Romania with 29.5%. In the analysis of the poverty 
rate before and after social transfers occur, it is interesting to disclose which country has the 
highest gap between the previously mentioned indicators, as this nation's support to the poor 
people is the greatest. This praise was attributed in 2016 to Ireland with a 18.1 percentage 
points gap, followed by Finland with a 15.4 percent. At the opposite side, there is Greece 
with a difference of 4 percentage points followed by Romania with a gap of 4.2%. 

In the struggle towards finding the most accurate measure of poverty that can be correctly 
and coherently applied and targeted in order to obtain the most valuable effect with a certain 
given amount of resources, it has been found that the governmental intervention in the 
labour market was necessary, not just by providing a set of laws to protect both the 
employer and the employee, but also to protect the short term and long term unemployed 
individuals. 

The unemployment benefits represent one of the most important features in the all European 
welfare systems- (European Commission, 2017). In order to assure the socio-economic 
sustainability of a nation, the governments assure a certain amount of protection to all the 
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vulnerable groups (such as the elder, the children, the poor, the unemployed, the disabled 
and any other disadvantaged groups). In this case, the protection against the risk of 
becoming jobless of a person, became a socio-financial instrument in government policies 
towards eradicating poverty- (Saunders , 2002), (Cousins, 2007). 

Because of the lower returns in capital of an unemployed person, his and his household’s 
income and assets are depreciating resulting in a lower purchase power of other assets, this 
translates into a risk towards the incapacity of the individual's proper functioning in the 
society and the person might become affected by the phenomenon of poverty- (Martinez et 
al., 2001: pp.3). 

Apart from the classic purpose of unemployment benefits of being assurances for people 
who don’t have a job, they also act as “automatic stabilizers in the business cycle”- 
(European Commission, 2017: pp.6), as they are also meant to support people who did not 
voluntarily quit a job and are currently in the process of finding employment. In the case of 
an involuntary loss of a job, the unemployment benefits sustain their main purpose of 
providing sufficient funds to people who's capital diminished abruptly. On the flip side, if 
individuals willingly abandon their jobs on purpose, becoming in fact job seekers, 
unemployment benefits are used as an instrument of economic growth. 

Apart of the benefits of the unemployment insurances provided by the government, there are 
also some disadvantages. In case the amount received as unemployment benefit is high and 
it’s received over a long period of time, this,in fact, can reduce people’s incentive to rejoin 
the labour market as an active person- (Craig and McKeown, 1993), (Bond ,1994), causing 
negative effects on both a macroeconomic level as the total amount of persons unemployed, 
that could affect the long term efficiency and sustainability of the systems created for 
offering social assistance and social protection- (European Commission, 2017), but also on a 
microeconomic level as people could find themselves from voluntarily unemployed to not 
being able to obtain a job despite their initiative, thus becoming susceptible to being 
affected by the phenomenon of social exclusion- (Combat Poverty Agency, 1999). 

(Stovicek and Turini, 2012) classified the unemployment benefits into two forms: the 
insurance and the assistance for unemployment.  

The unemployment insurance is a financial instrument used by the governments in poverty 
alleviation programs, existing in all the Member States, that consists of an appropriate 
amount of income that a particular person can benefit based on the contributions of that 
individual. That resulted in a minimum period of paid contribution while the person was 
employed in order to receive this benefit. Its amount and duration is calculated 
proportionally to the amount earned by the employee in the last job, but also based on the 
duration in which the person was employed and paid the contributions. 

The unemployment assistance funds are provided to the people who are not unemployed, but 
are not/no longer eligible to receive the unemployment insurance. Its level is lower than that 
of the unemployment insurance as to sustain people's initiative and incentive to work and 
remain active, whilst avoiding the moral hazard that would resultin a decreased effort in 
searching for employment or even the destabilization the labour market- (Mortensten, 1970). 

In fact, if the unemployment insurance is meant to provide consumption smoothing after 
losing employment and so diminishing the immediate effect upon the total available income 
of the household, also sustaining job searching while not being directly involved in the 
labour market. The unemployment assistance tries to help people live with dignity in the 
actual social market conditions, but also to be capable of being reintroduced into the labour 
market, so that they won’t find themselves in risk of social exclusion or material 
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deprivation, avoiding the likelihood of falling just short or under the poverty line and be 
considered a poor individual.- (Stovicek and Turini, 2012). 

It must be said that the social protection and social assistance programs involved in the 
national economy are a trade-off between the income replacing (from receiving it in an 
active way to a passive way) and efficiency- (Van Ours and Vodopivec, 2005).If the 
budgetary system is too generous in amount and duration of transferring funds and the rate 
of income replacement is high, that can create a permanent unemployment that’s fed by the 
unemployment assistance- (Shavell and Weiss, 1979), but also can create negative effects on 
the labour market especially regarding low wage workers who might prefer getting the 
unemployment assistance funds and becoming benefit dependent than working for an low 
amount of income- (Mortensen, 1977), resulting in the appearance of the unemployment and 
inactivity traps- (Stovicek and Turini, 2012). 

In order to have an overview of the effects of unemployment within the European Union 28 
countries, the following graphs were created in order to evidently display the dynamic and 
the evolution of the phenomenon. 

Graph 4. The evolution of the rate of people at risk of poverty and the social protection benefits expenditure in 
the European Union 28 in 2016 

 
Source: made by the author based on Eurostat database 

Based on the chart above there is a negative correlation between the amount of expenditure 
with social protection as percent of GDP and the poverty rate calculated as the people at risk 
of poverty and social exclusion as per total number of population within country.  This 
demonstrates that the mechanism of social subsidies, as a way towards diminishing the 
incidence and the intensity of the poverty phenomenon, works. In countries where the 
percent allocated from the GDP in order to fight poverty and insure social protection is 
higher, the poverty rate is decreased. This can be observed in countries such as Denmark, 
Germany, the Netherlands, Sweden, Finland, United Kingdom or Austria that provide more 
than 35% of their GDP as expenditure for social protection benefits, their poverty rate being 
within 15-25 percent. At the opposite side, there are countries like Bulgaria, Romania or 
Greece that show a high poverty rate, as the funds that these countries spend as expenditure 
for social protection is between 15-25% as percent of GDP. 
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In order to have a clear overview upon how the unemployment affects people and how the 
social benefits affect the desire of the social protection beneficiaries to return in the labour 
market, the following graph was compiled. This diagram shows the percentage of long  
term unemployment subtracted from the total level of unemployment in EU 28 countries  
in 2016. 

Graph 5. The percentage of long term unemployment from the total unemployment registred in the EU 28 
countries in 2016 

 
Source: created by the author based on Eurostat database 

The countries with more than 50% from the total unemployment as long term unemployed are 
Greece (the country with the highest poverty rate in EU 28 in the European Union 28), 
Bulgaria, Italy, and Portugal. At the opposite side, there are countries such as Denmark, 
Estonia, Sweden, Austria, or United Kingdom where the long term unemployment is  between 
18 and 25%. At a simple analysis of the graph, the countries that don’t spend much on social 
protection benefits have the highest rates of long term unemployment. This fact can be a result 
of various reasons: onereason can be considered to be the inclusion in social protection 
expenditure of the expenses to reintroduce long term unemployed individuals to the labour 
market  (if these expenses are insignificant the effects will ineffective), and another reason is 
that the unemployment insurance needs be higher than the unemployment assistance as per the 
(European Commission, 2017) paper, that statesthat the amount of unemployment assistance 
has to  be lower than that of the unemployment insurance in order help the people take 
initiative towards reintegration in the labour market. 

Also it also must be said that paid employment is able to impact poverty only when the 
income gained is enough to put the households above the poverty line- (Combat Poverty 
Agency, 1999). In fact, governments use the minimum wage as an instrument towards 
protecting the citizens from working for an income that it’s not able to fulfill their actual basic 
needs, minimizing the risk of poverty on a national level- (Sabia and Burkhauser, 2010). In 
fact, the households that obtain some revenues, however modest, are less dependent of the 
social welfare programs that people that are affected by the permanent unemployment 
phenomenon. Even though there are working-poor, their poverty depth, level and incidence is 
lower than that of the unemployed people- (Combat Poverty Agency, 1999). 

(Mascella et. al, 2009) issued some increase of the minimum wage using survey data collected 
in 2004 in order to create a profile of the poor people and poor households. In their study they 
showed that 80% of the low wage people do not belong to poor households, but also that 75% 
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of the poor households do not have one low wage member. In a ceteris paribus labour market, 
they increased just the minimum wage and trying to see its effect on poverty reduction, 
unfortunately with no relevant results. 

(Danziger, 2009) through his mathematical model developed upon the American’s labour 
market that, contrary to the classic belief, the low-pay workers would benefit from the 
increasing amount of the low wage. In fact, they showed that the low-pay workers would 
better benefit of the increasing in low wage amount only if there would be a high elastic 
unitary labour demand, creating a scale effect which acts to reduce the employment level of 
the low-paid workers- (Addison et al., 1993). 

In case the constant would be inelastic, individuals would either find themselves in risk of 
losing their jobs - thus the welfare of the low-waged workers would plummet, either the 
working hours would get lower leading to a lower income of said individuals. (Sabia, 2008). 

(Freeman, 1995) concluded that only in a market in which there is a unitary elastic demand for 
labour, the low-paid workers would benefit from an increased value of the minimum wage.  

(Danzinger, 2009) continued to discover what happens with the low-paid workers that lost 
their employment as a result of a raised minimum wage value. It was stated that, even though 
the workers are risk averse, in short term their financial situation won’t be that bad, as, in the 
majority of the American States there isn't that much of a gap between unemployment benefits 
and the minimum wage value. They constructed a model in which they show how the 
unemployment benefit would impact a homogenous elastic labour market that had the 
minimum wage risen. 

(Sabia, 2008) and (Leigh, 2007) showed that an increase in the minimum wage would only 
benefit the working poor as the lessening the degree of poverty, and (Stiler, 1946) showed that 
in low-paying companies and businesses some of the low waged employees would benefit, but 
others are exposed to unemployment risks because of the increased competition between the 
workers based on their skills. 

(Addison et al., 2008) studied the trends of the low-skilled workers employment by using a 
panel model based on the cross-country patterns that showed adverse employment trends are 
entered into equation if and when there are governmental interventions concerning the 
elevation of the minimum wage value.  

(Addison et al., 1999) showed in their panel model based on American labour market that the 
increase of the minimum wage has uncertain effects across countries because there are many 
households in which the individuals do not work at all, thus the minimum wage, used as a 
financial instrument against poverty, has no effect.  

In order to have some details regarding the evolution and the dynamics of minimum wage 
values in EU 28 in 2016, some graphs were needed creating.  
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Graph 6. The level of the minimum wage value per month, expressed in EUR, in EU 22 (3) in 2016 

 
Source: made by the author based on Eurostat database 

 

Graph 7. The desperation of the minimum wage value per month, expressed in EUR, in EU 22 (4) in 2016 

 
Source: made by the author based on Eurostat database 

Based on the previous graphic, it is clearly visible that the minimum wage value per month in 
2016 is very dispersed in EU 28. The minimum is found in emerging countries such as 
Bulgaria, where the minimum wage per month is at about 214.75 USD, followed by Latvia 
with 370 USD and Romania with 407 USD. In opposition, the developed economies of 
Luxembourg, Netherlands and Belgium offer the employees a minimum wage that has a 
quantum of more than 1500 EUR per month. Based on all the above data, the average 
minimum wage at EU 28 level is about 840 USD. 
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Graph 8. The correlation between the indicator in work at risk of poverty people and the minimum wage 
quantum in EU 22 (5) in 2016 

 
Source: made by the author based on Eurostat database 

Based on the diagram above, there is a correlation between the monthly minimum wage 
amount and the people who work that are at risk of poverty rate. Based on the graphical 
analysis, it is displayed that there is a negative correlation between the two indicators 
previously presented. In the countries where the working individuals at risk of poverty rate is 
higher, the minimum wage is lower - countries as Romania that sports the highest in work of 
poverty risk rate (18.6%), Bulgaria, Spain or Hungary. In contradiction, there are countries 
where the minimum wage quantum is higher and there is a negative correlation with the rate 
of people who work, but are still poor - countries as United Kingdom, France, Belgium, etc. 
There are also countries such as Czech Republic where both working individuals in risk of 
poverty rate and the quantum of the monthy minimum wage are low , or countries such as 
Luxembourg, where even though there is the highest minimum wage salary within the studied 
countries, there is also a very high rate of labouring people that find themselves in risk of 
poverty. 

 

Empirical study regarding the correlations that might exist between indicators that measure 
poverty as the dependent variable and unemployment indicators or those regarding minimum 
wage value 

Justifying why the variables had been chosen and the purpose of the study 

While in the first part of the paper, some theoretical standpoints were presented concerning 
the relationship between the governmental instruments that help decrease the level of social 
exclusion after being unemployed and the minimum wage protection while being employed, 
the second part will exhibit an empirical study having as main theme the relationships 
between these socio-economic indicators that emphasize both concepts - the social approach - 
the phenomenon of poverty and the economical notions - the unemployment benefits and the 
minimum wage legislation. 

It must be specified from the very beginning that it was decided to use a panel data model to 
show the effects the independent variables (the indicators concerning unemployment and 
minimum wage) have on the dependent ones (the indicators for the poverty level or poverty 
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rates). The panel data model was chosen as this type of model involves the usage of the 
dynamic effects, and it’s much more effortless to adjust complex data series while observing 
the behavior of the subjects analyzed during the selected time frame by especially measuring 
the effects of the data sets that change over time and not across subjects.  

The panel data model was chosen as to see the total aggregate effect of the financial 
instruments used by the governments (such as unemployment benefits and minimum wage) on 
the real-life poverty.  

 The case study was built around 28 countries from the European Union, in 10 year timeframe, 
from 2006 to 2015. It must be specified that, based on the degree of development of the 
countries in the EU, the panel data model will be the best approach to be used in this case, as 
it involves a pooling method, which will not take into consideration the individuality of the 
data, so the heterogeneity of the subject data will be eliminated- (Williams, 2017).  

The chosen countries for this study to mirror the impact of some governmental instruments 
used in order to fight poverty are: Austria, Bellgium, Bulgaria, Cyprus, Croatia,Denmark, 
Estonia, Finland, France, Germany, Greece, Ireland, Italy, Latvia, Lithuania, Luxembourg, 
Malta, Poland, Portugal, United Kingdom, Czech Republic, Romania, Slovakia, Slovenia, 
Spain, Sweden, Netherlands and Hungary. 

The present study was built based on similar models, previously analyzed, with similar 
subjects as this paper, in order to have a theoretical framework for the indicators that shall be 
used, but also the results that might exist.  

One of the most relevant studies that were used was (Cornia, 2009), study that showed how 
the trade policy reform affected the income distribution and the level of poverty in Indonesia. 
The author used the types of households and the share of population from the totality of 
citizens in order to show how the income is distributed along them. As a way to measure 
poverty, they used an Foster-GreerThorbecke (F-G-T) in order to see the incidence, the depth 
and the poverty rate for each and every case that was studied (the pre-simulation before the 
trade policy reform occurred and afterwards in order to measure it effects). 

Another important study that forged the basis for the present thesis is (Danziger, 2009) who 
used a low wage labour market in order to see how the unemployment benefits and the 
minimum wage could affect the labour market. By using some utility rate and the worker’s 
productivity formulas, they managed to show how the minimum wage or unemployment 
benefits affect the labour market. 

This paper was issued in order to measure the output that the financial instruments against 
poverty, if they are well developed and updated, if they have any effect, or what is the module 
of that output. The discourse shows some aspects from the quotidian reality of the European 
Union 28. 

The source for the data 

Although poverty is a worldwide problem, the instruments used by governments in order to 
fight it are different. The European Union 28 countries were chosen as subjects for this paper 
because this diverse group shows which are the socio economic effects of poverty in both 
developed and emerging countries, while also displaying whichever are the instruments that 
the governments use to fight against poverty andthe effects towards alleviating the 
phenomenon. The series of data were chosen to encompass a ten years time frame (from 2006 
to 2015) inside which the European economies had both ascendentand descendent trends, 
mainly due to financial crisis, resulting in a mathematic representation of how governments 
deal with this social issue with the help of financial instruments. 
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The data used was compiled from downloaded Eurostat databases as the main source of data, 
provided and used by the European Committee, European Commission and all the other 
European institutes in order to have access to accurate multidimensional data and indicators 
that were registered and calculated in the European Union.  

All the data used in this study case were exposed as ratios in order to ensure a correct and 
unitary comparison across the data series initially analyzed, so that all the results based on the 
correlations between them would be relevant and accurate. 

Description of the variables, the equations and the model that has been used in the present case 
study 

The starting point of this paper was the question: How do unemployment and unemployment 
benefits affect poverty? What is the correlation between the minimum wage value and the 
dimensions of poverty?  

The original element of this case study would be the analysis of the main interventions of the 
government in the labour market in order to see their impact - as independent variable - on the 
poverty phenomenon - as dependent variable. 

The present study is built around three main equations based on multiple panel data series. 
The equations were created, compiled and analyzed by using Eviews 7, each having three 
independent variables and one dependent variable. The form of these equations is presented 
below: 

The first equation: A1= α1+ β11*Bt11 + β12*Bt12+ β13*Bt13 

The second equation: A2= α2+ β21*Bt21 + β22*Bt22+ β23*Bt23 

The third equation: A3= α3+ β31*Bt31 + β32*Bt32+ β33*Bt33 

The dependent variables that were chosen represent the indicators that show the mathematical 
reality created by poverty upon society, such as: the percentage of people that are in risk of 
poverty or social exclusion as part from the total population, the percentage of the persistence 
in poor individuals as per total amount of poor people, the percentage of people in risk of 
poverty and social exclusion that graduated just the lower secondary education level and the 
rate of the working poor as part from the total population within a country. 

As independent variables indicators that might affect the poverty level, the unemployment rate 
and the benefits offered by the government in case this phenomenon happens, and the minimum 
wage were used. It must be said from the very beginning that there was no correlation that could 
be found within the EU28 countries between the working poor and the minimum wage 
quantum. The independent variables were: the total rate of unemployment, the total amount of 
expenditure for social protection as percentage of GDP, the total amount of expenditure for 
social exclusion as percentage of GPD, the percentage of the minimum wage divided by the 
monthly earnings, the benefit of full unemployment as percentage of GDP, the rate of 
unemployed people that just graduated the lower secondary education level as percentage of 
total population, the rate of at risk of poverty people after the social transfer benefits were done 
and the rate of the long term unemployment as percentage of the unemployed persons. 

The first equation exhibits the rate of people that are in risk of poverty or social exclusion as 
percentage from the total population as the dependent variable, while the independent 
variables are: the total rate of unemployment (total number of unemployed persons divided by 
the total population), the percentage of GDP allocated for social protection expenditure and 
the percentage of GDP allocated for social exclusion expenditure. 
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The second equation has as the dependent variable the rate of persistencywithin the 
poorindividuals, indicator which is calculated as the total amount of persons that are persistent 
in poverty divided by the total amount of poor people, whilst the independent variables are: 
the placement services and job search assistanceexpenses divided by the total amount of GDP, 
the social protection expenditure as percentage of GDP and the level of long term 
unemployedpersons divided by the total amount of unemployed persons. 

The third equation is based on the total persons that are at risk of poverty and social exclusion 
that graduated just the lower secondary educational grade, with the independent variables: the 
percentage of the monthly minimum wage divided by average monthly earnings, the full 
unemployment benefits expenditure as percentage of GDP and the total rate of unemployed 
persons that just graduated lower secondary educational level divided by the total amount of 
population.  

The proposed equations for this study are as follows: 

Hypothesis 1: there should be a positive correlation between the total rate of unemployment 
and the total rate of people in risk of poverty and social exclusion as percentage of the total 
population. (Saunders, 2002) and (Tregenna and Tsela, 2008), (Martinez et. al, 2001) showed 
within their papers that as higher the unemployment rate goes, the greater the total poverty 
rate is (calculated as the percentage of people in risk of poverty and social exclusion as per 
total number of persons). Regarding the percentage of expenditures of social protection and 
social exclusion from the total amount of GDP, it seems that there should be a negative 
correlation- (Barrientos, 2010), (Handayani, 2014), (Aldrige et al., 2011), as the governments 
spend those funds exactly for the decreasing the level of poverty within their states. 

Hypothesis 2: anindirect interaction should exist between the expenditure that the government 
spend with the placement services and job search assistance and the level of persons that are 
persistent in  poverty divided by the total number of poor persons. The persistence in poverty 
means that a person is poor for a long period of time and it cannot/ does not want to get out 
from the “poor” status-quo. The placement services and job search assistancefunds are 
directly designated towards individuals that are no longer eligible to receive unemployment 
insurance funds and need to look for another job. So, in this case, there should be a direct  and 
strong correlation between the persistent in poverty persons as percentage of total poor people 
with the long term unemployment benefits. Regarding the relationship between the dependent 
variable and the expenditure of social protection expressed as percentage of GDP, one can 
affirm that there should be a negative correlation between the social protection expenditure as 
percentage of GDP indicator and the amount of persons that are persistent in poverty as 
percentage from the total amount of poor persons. Apart of the unemployment benefits that are 
considered social protection expenditure, under this cluster of governmental expenditure, there 
are also expendituresallocated towards trying to help these people escape poverty. In case the 
above expenses increase, the level of people persistent in poverty should decrease. Regarding 
the correlation between the percentage of persistent in poverty persons as percentage of the total 
number of poor people and the percentage of long term unemployment as percentage of the total 
unemployment, there needs to be a direct correlation as the persistent in poor persons are 
usually the ones that have not been hired for a long period of time. 

Hypothesis 3: there should be a negative interconnection between the percentage of the 
monthly minimum wage divided by the average amount of monthly earnings and the total 
persons in risk of poverty and social exclusion that have just graduated the lower secondary 
educational level. (Sabia and Burkhauser, 2010) and (Danziger, 2009) determinedthat an 
increase in minimum wage amountwould affect mainly the low wage workers. Usually, the 
low wage workers are the ones that don’t have a specialization in the labour market, expertise 
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that could have been provided through the educational attendance. In regard of the correlation 
between the dependent variable, the percentage of people in risk of poverty and social 
exclusion with the secondary educational level as per total population and the expenditure 
with full unemployment benefits as percentage of GDP, a negative correlation should exist. 
The benefits obtained because of the unemployed status can save people from poverty in case 
the unemployment benefit would be their only monthly earning. (Martinez et al., 2001) 
showed that a lot of people could have lessened their poverty depth or their households could 
be placed above the poverty line if unemployment benefits were to be received. Regarding the 
correlation between the poverty rate of the people that just graduated the lower secondary 
level of education and the total population and the unemployment rate of the people that have 
just graduated the same level of education, there shall be a positive correlation - as the 
unemployment in this specific group starts rising, there amount of poor people from that 
particular group should increase. 

The analysis of the regressions 

The first hypothesis 

The first regression proposes the rate of people in risk of poverty or social exclusion as 
percentage of the total population as dependent variable, while the independent variables are: 
the total rate of unemployment (total number of unemployed persons divided by the total 
population), the percentage of GDP allocated for social protection expenditure and the 
percentage of GDP allocated for social exclusion expenditure. 

Table 1. The results of the first hypothesis 
Indicator Coefficient 
Total_unemploment 0.696390*** 
Social_excl_exp_GDP -0.646762*** 
Social_prot_exp_GDP -2.476799*** 
C 3.030512*** 
R2 0.78 
Observations 275 
F-stat (p-value) 92.484 (0.00) 

*p≤0.1; **p≤0.05; ***p≤0.001 

Source: obtained by the author based on the Panel Data Model compiled in Eviews outputs 

Analyzing the Table 1 that shows the results obtained by compiling the first regression in 
Eviews, one can deduct that the variables of regression are valid as their associated probability 
is less than 1%. The table with the output certifies the first hypothesis, so the correlation  
between the dependent and the first independent variable is negative, while with the second it 
is positive. Concerning the first correlation, the results state that at a percentile growth of the 
total unemployment rate, the total poverty rate (expressed as the total persons in risk of 
poverty or social exclusion as percentage of the total population) would get higher with 0.69 
percent. Regarding the second and the third interrelationship, it is visible that the independent 
variables indirectly affect the dependent variable, so, in this case, that would mean that at a 1 
percent increase of the total expenditure with social exclusion, the poverty level would 
decrease with 0.64%, but if the total expenditure with social protection would rise with 1%, 
that would cause a massive effect on poverty decreasing it with 2.47%. Unfortunately, the 
simple raise of the social protection expenditure won’t be enough to clear poverty as it would 
not stimulate the initiative of unemployed persons to reintegrate in the labour market and it 
can create an inefficient allocation of public funds. 

As the value of the R2, is 78%, the study can be considered as valid, as it is considerably close to 
100%. Based on this value of 78%, one could reason that the variation of the dependent variable 
can be explained by differences that might occur at the end of the independent variables. 
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The Fisher test is valid based on the 0% probability of the p-value associated with it, the null 
hypothesis won’t be accepted, resulting in an impossibility of the input to not affect the output.  

Table 2. Pearson’s correlation matrix output for the first hypothesis 
Correlation Ppl_risk_of_pov Unempl_tot Soc_excl_ben_GDP Soc_prot_ben_GDP 
Ppl_risk_of_pov 1.00    
Unempl_tot 0.44+ 1.00   
Soc_excl_ben_GDP -0.22+ 0.24*** 1.00  
Soc_prot_ben_GDP -0.39+ 0.31*** 0.16* 1.00 

Source: obtained by the author based on the Panel Data Model compiled in Eviews outputs 

Based on the values in expressed in Table 2, the correlations between the variable are not that 
tight, the most considerable is between the total amount of people in risk of poverty and social 
exclusion divided by the total number of the population and the total unemployment rate fat 
about 0.44 units. It cannot be considered a high correlation as high correlationshave 
acoefficient higher than 0.7 units. It is visible from the table above that the correlation signs 
remain the same as in the initial hypothesis, so the variables share the same direction in case 
they have a positive correlation (such as between the total rate of poverty and total rate of 
unemployment, the total unemployment rate and the expenditures for social exclusion and 
social protection divided by the GDP or between the expenditure with social exclusion and 
social protection, both of them divided by GDP) or a different direction in case the correlation 
between them is negative (such in the case of the total poverty rate and the expenses with 
social exclusion and protection as percentage of GDP). Apart of the correlations that were 
expected and were previously analyzed, in this table, there are three more correlations that 
were not explained until now. The first and second correlations would be between the total 
unemployment rate and the percentage of GDP allocated for expenses with social exclusion 
and social protection. This correlation is positive in both cases as, when the unemployment 
rate grows, the governmental expenditure with social exclusion and protection shall increase 
in order to satisfy the demand of population for social transfers. 

Table 3. The descriptive statistics regarding the first hypothesis 
Indicator\ Value Mean Median No. of observations 
Ppl_risk_of_pov 24.34 21.4 274 
Unempl_tot 9.129 7.8 274 
Soc_excl_ben_GDP 0.66 0.5 274 
Soc_prot_ben_GDP 1.2 1 274 

Source: obtained by the author based on the Panel Data Model compiled in Eviews outputs 

Based on the Table 3 describing the descriptive statistics of the first regression, it can be said 
that all the number of observations is equal in all cases, that translate to the fact that no data 
was missing when the regression was compiled. The mean value of the first indicator is higher 
than the medium, so the data set sways to the left. Thus, the dispersion between the data of the 
variable is high, resulting that the gap between the maximum and the minimum value is 
significant. Based on the fact that the data series is bent to the left, one could deduce that there 
are some countries where the poverty rate is really low and that’s the reason the medium value 
is so low, but the majority of the countries have a poverty rate higher than 24.34%. Regarding 
the second value, the total rate of unemployment, the series is sways, again, to the left, fact 
that is alsohappening with the other two variables: the social exclusion benefits expenditure as 
percentage of GDP and the social protection benefits expenditure as percentage of GDP. The 
interesting fact about the last three variables, which are actually the independent is that the 
gap between the mean and medium value is not that substantial, so the data seriesisn't as 
divergen as the first. 

The second hypothesis 

The second regression has the rate of persistent in poverty persons as the dependent variable, 
indicator that is calculated at the total amount of persons that are persistent in poverty divided 
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by the total amount of poor persons, while the independent variables are: the placement 
services and job search assistance expenditure divided by the total amount of GDP, the social 
protection expenditure as percentage of GDP and the level of long term unemployed persons 
divided by the total amount of unemployed persons. 

Table 4. The results of the second hypothesis 
Indicator Coefficient 
Job_search_exp_GDP -0.292267*** 
Soc_prot_exp_GDP -0.212758*** 
LT_unempl_Tumpl 0.0710337*** 
C 2.627924*** 
R2 0.65 
Observations 218 
F-stat (p-value) 89.09686 (0.00) 

*p≤0.1; **p≤0.05; ***p≤0.001 
Source: obtained by the author based on the Panel Data Model compiled in Eviews outputs 

Based on the previous table, it is visible that the test is valid as the value associated with the 
Fisher test is 0, also, the value of R2, is high enough for a panel data model, thus, the total 
variation of the dependent variables can be explained based on the variation of the 
independent variables that amountsto 65.12%. 

Regarding the coefficients, their signs respect the initial hypothesis regarding this equation, 
resulting in a valid hypothesis. At a 1% growth of the percentage of GDP for the expenses 
allocated for placement services and job search assistance, the persistence of poverty would 
decrease with 0.29%. Regarding the correlation between the long term unemployment and the 
persistence in poverty there is a positive relationship. Hence, if the long term unemployment 
raises with 1 percentage point, the persistent people in poverty people level would raise with 
0.07%. The social protection expenditure as percent of GDP and the percentage of people that 
are persistent in poverty divided by the number of total poor people correlation results in the 
fact that at a 1% rise of the social protection expenditure as percent of GDP, the persistence of 
poverty would decrease with 0.21%.   

Table 5. Pearson’s correlation matrix output for the second hypothesis 
Correlation Persist_inpov_Tpoor Job_search_exp_GDP Soc_prot_ben_GDP LT_unempl_Tumpl 
Persist_inpov_Tpoor 1.00    
Job_search_exp_GDP -0.36*** 1.00   
Soc_prot_exp_GDP -0.06+ 0.28+ 1.00  
LT_unempl_Tumpl 0.35*** 0.12** 0.20*** 1.00 

Source: obtained by the author based on the Panel Data Model compiled in Eviews outputs 

Based on the results displayed in the previous table, the correlations between the variables are 
not that strong, having a maximum value of 0.36 units. The positive/negative values match the 
initial hypothesis, confirming it. Concerning the other correlations that were not yet stated, it 
can be said that there is a direct correlation of about 0.28 between the job search assistance 
expenditure as percent of GDP and the social protection expenditure as percent of GDP. This 
weak interaction can be explained on the fact that there might be other components apart of 
the job search assistance expenditure in the social protection benefits whose trend was not 
constant or homogenous, resultingwith this poor correlation. Regarding the social protection 
benefits expenditure as percent of GDP and the long term unemployment as percent of total 
unemployment, a direct correlation was expected as the benefits increase when the 
unemployment rises. 

Table 6. The descriptive statistics regarding the second hypothesis 
Indicator\ Value Mean Median No. of observations 
Persist_inpov_Tpoor 8.44 8.1 274 
Job_search_assistanceexpenditure_GDP 0.35 0.31 274 
Soc_prot_exp_GDP 1.23 1.1 274 
LT_unempl_Tumpl 41.64 44.0 274 

Source: obtained by the author based on the Panel Data Model compiled in Eviews outputs 
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Based on the values portrayed in the previous table, all the data series, aside the last, are 
skewed to the right as the median value it’s higher than the mean, while the last data series 
presented in this table is swaysbecause of the higher median than mean value. 

As the mean and median values don’t have large gaps, it can be said that the data that 
variables contain are not too dissimilar. A notable fact that can be observed from reading the 
values of Table 6 is that almost half of the unemployed individuals are, in fact long term 
unemployed.  

The third hypothesis  

The third regression is based on the dependent variable - the rate of persistent people in 
poverty - indicator that is calculated as the total amount of poor individuals that persist in 
poverty divided by the total amount of poor people, while the independent variables are: the 
long term unemployment benefits divided by the total amount of GDP, the social protection 
expenditure as percentage of GDP and the level of long term unemployed persons from the 
total amount of unemployed persons. 

Table 7. The results of the third hypothesis 
Indicator Coefficient 
Min_wage_avg_month_earn -0.473684* 
Full unempl_ben_GDP -3.986370*** 
Unempl_seclow 0.429147*** 
C 3.030512*** 
R2 0.58 
Observations 274 
F-stat (p-value) 69.75104 (0.00) 

*p≤0.1; **p≤0.05; ***p≤0.001 
Source: obtained by the author based on the Panel Data Model compiled in Eviews outputs 

The test is validated through the 0 probability associated with the F-stat. Although the value of 
the coefficient of the F-stat is not that close to 100, the results support the hypothesis at a 
sufficient level, although not in a absoulute manner. 

Regarding the value of R2, it is lower as a result of the usage of the first independent variable 
min_wage_avg_month_earn, becauseof its very dynamic value across the data series. Even 
though the value of this statistic test is not that close to 100%, based on the fact that in this 
paper a panel data model was used, a 58% is a good value as the variation of the independent 
variables explains the variation of the dependents. 

At a close analysis of the coefficients associated with the independent variables, it is visible 
that these coefficients respect the previously mentioned hypothesis, leadingto a negative 
correlation between the number of people in risk of poverty and social exclusion who 
graduated just the lower secondary education level divided by the total amount of poor 
persons and the percentage of the monthly minimum wage as ratio of the monthly income of 
an individual (considering the amounts from the end of each year of the two indicators) and 
also with the percentage of the GDP allocated to support the full unemployment benefits. In 
the case of the first correlation, a rise with 0.47% of the monthly minimum wage in the 
monthly average income results in a 1% decrease of the percentage of people who are at risk 
of poverty and graduated just the lower secondary educational level. In other words, if the 
monthly minimum wage would get higher, while the average monthly earnings would remain 
the same, the number of low wage workers (the ones that have poor or no qualifications) 
would decline. While thinking about the correlation between the benefits offeredto individuals 
that are in unemployment risk (both considering the insurance and the assistance 
unemployment funds) and the percentage of poor people that graduated just the lower 
secondary educational level, an increase of the independent variable with 1 unit would cause 
an almost 4% decline of the dependent variable. 
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Concerning the last correlation of this regression, it was expected that a positive and thight 
correlation between the unemployment and the poverty affecting people of the same group- 
people that graduated just the lower secondary educational level would exist, thus an increase 
of 1 percentage of the unemployment of the people in this group will cause a rise of the people 
in poverty risk belonging to this group at about 0.42%. 

Table 8. Pearson’s correlation matrix output for the first hypothesis 
Correlation Ppl_risk_of_pov_Seclow Min_Wage_avg_month_earn Full_unempl_ben_GDP Unempl_sec_low 
Ppl_risk_of_pov_seclow 1.00    
Min_wage_avg_month_earn -0.322*** 1.00   
Full unempl_ben_GDP -0.3352*** 0.1035+ 1.00  
Unempl_seclow 0.369 -0.3527*** 0.0849*** 1.00 

Source: obtained by the author based on the Panel Data Model compiled in Eviews outputs 

Based on the previous table, it is clearly visible that the correlations assumed in the initial 
hypothesis are confirmed. WithinTable 8 there are just low interrelationships between the 
variables analyzed, as the maximum value is 0.369.  Regarding the other three correlations 
that appear and were not analyzed before, all of them are very insignificant. The correlation 
between the percentage of the monthly minimum wage and the monthly average earnings and 
the benefits offered to the unemployed expressed as percentage of GDP is positive. Based on 
this result, the policies for helping the employees in the UE28 are well established and 
developed. Regarding the percentage of persons that are not employed and have just graduated 
the lower secondary educational level and the percentage of the minimum wage related to the 
average monthly revenues, there is a negative correlation at play. Seems that a rise of the 
minimum wage makes low wage workers that have just graduated lower secondary 
educational level want to reintegrate in the labour market. The third relationship - the 
unemployment and the full unemployment benefits -is based on the same direction of 
evolution of both data sets, having, however, an insignificant correlation. This has as probable 
cause the fact that the majority of the full unemployment benefits are not directed towards the 
lower secondary educational attainment unemployed individuals. 

Table 9. The descriptive statistics regarding the third hypothesis 
Indicator\ Value Mean Median No. of observations 
Ppl_risk_of_pov_seclow 42.85 40.8 157 
Min_wage_avg_month_earn 41.22 41.5 157 
Full unempl_ben_GDP 0.67 0.4 157 
Unempl_seclow 18.6 16.3 157 

Source: obtained by the author based on the Panel Data Model compiled in Eviews outputs 

Based on the table above, the values show that the first two data series are leaning to the right 
as their median value is higher than the mean, as opposite to the last two data series presented, 
that are swayed to the left, because of higher mean value. The disparity between the mean and 
the medianfiguresisrelatively small, thus the data sets are similar. Some interesting statistics 
can be observed at an overview of the table: almost half of the poor people have graduated 
just the lower secondary educational level, as well as the fact that the monthly minimum wage 
represents approximatively 40% of the monthly average income. Although the majority of the 
poor people that graduated just the lower secondary educational level divided by the total 
amount of poor people is almost 50%, the unemployment of these people is not that high at 
around 18.6%. This result can be explainedby the fact that low wage workers are much more 
demanded on the labour market that workers with higher qualification. 

 

Conclusions 

This paper analyzes the effects of governmental interventions on the labour market that 
directly affects poverty, trying to emphasize the correlations between these socio- economic 
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independent variables (such as minimum wage and unemployment benefits indicators) on the 
social dimension of poverty. The study was issued on the EU 28 countries in the period 2006- 
2015. As the empirical studies were valid, the probabilities associated to the coefficients 
values were less than those of the significant level and the value of R2 were relevant, the final 
results are sufficient and one can be assume that both unemployment benefits and minimum 
wage have effects as financial instruments used by the authorities in order to alleviate poverty.  

In the first part of this study theoretical correlations and influences between the previously 
mentioned independent and dependent variables were presented, based on the reviewed 
published literature. The second part is focused on an empirical analysis of the correlations 
presented in the first part in order to see their practical capability and aplicability on the EU 
28 countries within a specifiedtime frame (2006- 2015).   

Based on the empirical study, the unemployment benefits and the minimum wage can be used 
as financial instruments for alleviating poverty in EU 28 countries. 

 

Further research 

By taking into consideration both the phenomenon of poverty and governmental intervention 
within thelabour market there are a lot of directions in which this paper can be improved or 
the outputs extended.  

An analysis on how could a natural logarithm of minimum wage affect the poverty rate would 
be beneficial to the paper's subject. Thus arising a need to of other data sets with different 
statistics than those already analyzed in the present paper. 

Another study direction could be followed by dividing the unemployment phenomenon 
variablesby gender, age, degree of urbanization and many other social dimensions in order to 
see if there gaps and discrepancies between different clusters and how much effect they have 
upon the persistence, incidence and intensity of poverty. 
 
 
Notes 
 
(1) (World Bank, 2004: pp. 226) 
(2) (World Bank, 2009:  pp. XVII) 
(3) There were no data avilable for Denmark, Italy, Cyprus, Austria, Finalnd and Sweden regarding the level of 

the monthly minimum wage. 
(4) There were no data avilable for Denmark, Italy, Cyprus, Austria, Finalnd and Sweden regarding the level of 

the monthly minimum wage. 
(5) There were no data avilable for Denmark, Italy, Cyprus, Austria, Finalnd and Sweden regarding the level of 

the monthly minimum wage. 
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1. Introduction 

Society perceives economic growth as a proof that life quality improved as a result of several 
supported efforts such as consumption growth, quality of goods and services improvement, 
unemployment rate decrease, welfare growth and poverty reduction. On a different note, 
taxation is the element that provides the fiscal revenues destined to public consumption and 
income redistribution which supports in the meantime the economy. Indirect taxation, through 
its mechanisms implies an easier allocation of revenues than direct taxation. In principle, 
indirect taxes do tax consumption and impacts upon the economy and the population, 
therefore numerous qualitative and quantitative studies were initiated in order to determine the 
severity of such an impact. 

In connection with the economic growth, literature consists in a variety of studies by 
researchers who proposed different growth models with exogenous variables: for example, 
Solow (1956) claims that fiscal policy has no long-term effects on economic growth and other 
papers which include endogenous variables (as the one by Barro, 1990, which supports the 
otherwise). For the empirical analysis I considered the years before the financial crisis of 2007 
as well as the difficult years of recovery right after it (it is important to mention the fact that a 
lot of the EU members confronted with difficulties in budget reconsolidation and fiscal 
reforms which would have sustained the economic growth and would have had a favorable 
social impact. For a lot of the EU members it was necessary to rethink the fiscal system in 
order to stimulate economic growth (such trend was noticeable around the Northern Europe 
and Eastern Europe). 

The main purpose of my study implies the evaluation of the indirect taxes impact upon 
economic growth by using an econometric analysis with data from the EU – 28 state members 
and a Panel model for 2002 – 2016 years. The variables include indirect taxes, budgetary 
expenditure and a control variable related to economical and socio-political factors. The main 
conclusions of the research indicate both negative and positive effects of the independent 
variables on the dependent one, therefore: the VAT helps in economic growth while budgetary 
expenditure, excises and other consumption taxes have a negative impact upon economic 
growth. 

This paper is structured as follows: the first section comprises the introduction, the second 
section highlights a comparison between the values and the structure of the indirect taxation at 
European level, the third section consists of the literary review, the fourth section presents the 
database and the methodology used in the research, the fifth section puts forward the results 
and the last section presents the conclusions. 

 

2. EU – 28 indirect taxes structure and evolution: 

As shown in Figure 1, between 2002 and 2016, the taxes revenues (as GDP percentage) trend 
in EU – 28 recorded a slight growth between 2004 and 2008, followed by a rapid decrease in 
2009 as a result of the financial crisis and a period of stagnation between 2009 and 2010. 
Moreover, starting with 2010, at EU level, the fiscal revenues recorded a rapid growth, 
reaching the maximum value in 2013: 45,3% in GDP.  
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Figure 1. Fiscal revenues in EU – 28 

 
Source: Author’s processing based on Eurostat data. 

Figure 2. Indirect tax revenues evolution in EU-28 as GDP percentage  

 
Source: Author’s processing based on ec.europa.eu data. 

Figure 2 highlights the indirect tax revenues evolution in EU – 28 as GDP percentage. It is 
important to mention the fact that, if the indirect tax revenues evolution trend would be 
compared with the total fiscal revenues evolution trend almost identical tendencies would be 
underlined with a noticeable decrease in revenues between 2007 and 2009. The minimum 
value recorded in 2009 as GDP percentage was 12,6% and the maximum value recorded in 
consecutive years: 2014, 2015 and 2016 as GDP percentage was 13,6%. There is also 
important to take into consideration the difference between every national country fiscal 
system. 

Figure 3. Standard VAT rates in EU-28 countries in 2017  

 

Source: Author’s processing based on vatlive.com data. 

Figure 3 shows the standard VAT rates in all of the 28 EU state members. Hungary is the 
country which recorded a maximum VAT rate of 27% and Luxemburg is the country with a 
minimum rate of 17%. 
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3. Literary review 

In the last few years, specialty studies regarding public finances focused mainly on 
highlighting the effects of the fiscal policies on economic growth. Moreover, the development 
and improvement of econometric models facilitated the analysis of the social and economical 
impact of taxes.  

Afonso A. (2010) analysed the effect regarding the volatility and size of governmental 
revenues and expenditures in EU and OECD state members concluding that both variables are 
unfavourable to economic growth. Also, the author confirmed that indirect taxes and 
governmental expenditures have a significant, negative impact upon economic growth. 

Among the first authors who focused on studying the relation between taxation and economic 
growth it is important to mention Easterly and Rebelo. (1993) who determined a robust but 
weak connection between fiscal policy and economic growth. Mendoza et al. (1997) used in 
their study a Panel regression model for 18 OECD state members, setting up the research on 
the macroeconomic measures of the effective tax rates of income and consumption and 
suggesting that there is a weak, significant connection between fiscal policy and long-term 
economic growth. Still on OECD countries (22 states, 1970-1995 period) and using an 
endogenous growth model, Kneller et al. (1999) testified that distortionary taxes reduce 
economic growth while non-distortionary taxes do not reduce it, but governmental 
expenditures used in a productive condition encourage such growth while non-productive 
governmental expenditures discourage it. 

On the same note regarding OECD countries, Macek R. (2014) assessed the impact upon 
economic growth of various taxes by using a regression model for 2000 – 2011. In accordance 
with the model proposed by Mankiw, Romer and Veil (1992), the independent variables the 
authors used were: GDP per capita (real GDP); RINV or capital accumulation, HUM or human 
capital, GOV (public expenditures as GDP percentage) and tax (taxation rate adjusted with a TQ 
rate and a taxation index: World Tax Index, WTI). The results confirmed the hypotesis that 
capital accumulation positively helps growth until it reaches a state of stability. Moreover, in 
accordance with the human capital impact on economic growth, the author emphasised on a 
theoretical correlation which implies the fact that people with secondary education represent a 
long-term source of economic growth. However, the conclusion regarding public expenditures 
and their economic impact did not highlight valid or significant results. 

From another point of view, Arnold J. et al (2011) developed a study in which they identified 
the fiscal policies that urged the end of the financial crisis and contributed to the long-term 
economic growth. Their research was based on the long-term impact of fiscal revenues 
structure on GDP in OECD countries. The econometric model consisted in an error correction 
model for 21 countries and the main conclusion is that economic growth is sustained through 
adjusting the taxation base to consumption and immovable property. 

For South Africa case, Koch et al. (2005) investigated the relation between taxation and 
economic growth for a period of time between 1960 and 2002. The authors studied the indirect 
taxes effects on economic growth and suggested that an increase of the indirect taxes value 
would lead to a decline in economic growth. Mgbame C.O and Ilaboya O.J (2012) developed 
as well a study which emphasizes on the economic growth based on indirect taxation in 
developing countries by considering Nigeria as a reference point. The empirical model is based 
on a series of error correction mechanisms which includes procedures such as two-step Engle-
Granger (used in order to test short-term effects) and Autoregressive Distributed Lag (ARDL) to 
correct the discrepances between the short-term impact and long-term impact of variables. The 
conclusion highlighted a negative, insignificant correlation between indirect taxes and economic 
growth in Nigeria. Myles G.D. (2009) determined that consumption taxes imply a more reduced 
level in negatively affecting economic growth than direct taxes.  
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4. Research methodology and database 

In order to evaluate the impact of indirect taxes on economic growth, an econometric model 
based on a set of factors which influence the dependent variable was approached. The study is 
performed by using data reffering to EU – 28 state members for 15 years (2002 – 2016). The 
indirect taxation effects are analyzed by using a Panel data model with 28 cross-sections and 
420 observations which efficiently accentuates the variables effects. The variables description 
and sources are presented in Table 1. In addition, to estimate the econometric regression I 
used EViews 7 software.  

The econometric investigation is based on a regression equation which encompasses as the 
dependent variable the econometric growth or the real GDP growth rate (PIB_grate). The 
GDP growth rate (value expressed as current prices, euro millions) was computed by dividing 
the previous GDP value (previous to the reference year) to the reference GDP value. On the 
other hand, the independent variables consist of indirect taxes, budgetary expenditures and a 
control variable. 

The following are the independent variables: 
a) Value Added Tax (TVA), as percentage of total fiscal revenues; 
b) Excises and other consumption taxes (Acc_impcons), considered as well as percentage of 

total fiscal revenues; 
c) Budgetary expenditures (Ch_guv), as percentage of GDP; 
d) Corruption perception (Corr_index; values are logarithmed), considered as a main 

triggering factor to instability in economic affairs; this variable is based on the Corruption 
Perception Index (CPI), a composed index which measures, through questionaires, the 
level of corruption perceived by the population of different 183 countries; it is measured 
with a score from 0 (very corrupt country) to 100 (very low corrupt country)  

Table 1. The variables 
Variable Description Source 
I. Dependent Variable 
PIB_grate GDP Growth Rate Online Eurostat Database 
II. Independent Variables 
1. Variables regarding indirect taxes 
TVA Value Added Tax as percentage of total fiscal revenues  

 
 
Online Eurostat Database 

Acc_impcons Excises and consumption taxes as percentage of total fiscal revenues 
2. Variables regarding the size of public expenditures 
Ch_guv Budgetary expenditures as percentage of GDP 
3. Control variable 
Corr_index This variable is based on the Corruption Perception Index (CPI), a composed index 

which measures, through questionaires, the level of corruption perceived by the 
population of different 183 countries; it is measured with a score from 0 (very corrupt 
country) to 100 (very low corrupt country). Values are logarithmed. 

 
 
The Heritage Foundation 
online database 

Source: Author’s processing based on Eurostat data. 

Regression equation: 

PIB_grateit = + 1 ∙ TVAit + ∙ Acc_impconsit + ∙ Ch_guvit + ∙ Corr_indexit + it .  

Where i stands for the analyzed countries (EU – 28) and t is the year (2002-2016). 
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5. Empirical results analysis 

The descriptive statistics of the variables are displayed in Table 2, therefore the economic 
growth rate in the EU-28 between 2002-2016 recorded a medium value of 2,75%. Moreover, 
the minimum value of growth rate was in Latvia: -23,01% and the maximum value of 31,36% 
was recorded in 2007 by Latvia too. On the other hand, the VAT as percentage of total fiscal 
revenue had a medium value of 21,42% between 2002 and 2016 with Bulgaria recording in 
2006 the maximum value of 34,9%. In contrast with Bulgaria, Spain is one country which 
recorded in 2009 a percentage of 12,7% of the fiscal revenues. The excises and other 
consumption taxes recorded a medium value of 7,86%. 

Table 2. Descriptive statistics 
 ACC_IMPCONS CH_GUV CORR_INDEX PIB_GRATE TVA 
 Mean  0.078638  0.449440  1.775300  0.027560  0.214238 
 Median  0.081000  0.449000  1.799341  0.025685  0.209000 
 Maximum  0.189000  0.651000  2.000000  0.313668  0.349000 
 Minimum  0.004000  0.271000  1.414973 -0.230160  0.127000 
 Std. Dev.  0.034160  0.063938  0.139006  0.049059  0.047677 
 Probability  0.002431  0.175853  0.000015  0.000000  0.000000 
 Observations  420  420  420  420  420 

Source: Author’s processing using EViews 7. 

The regression equation estimation was performed by using the Least Squares Method. 
Moreover, because Panel model data might be heterogenous I ran the Hausman test and 
subsequently I decided to use fixed effects in order to highlight the correlation between the 
variables.  

Table 3. Hausman test 
Correlated Random Effects - Hausman Test 
Test period random effects 
Test Summary Chi-Sq. Statistic Chi-Sq. d.f. Prob.  
Period random 24.944282 4 0.0001 

Source: Author’s processing using EViews 7. 

The econometric analysis consists of 420 observations (annual values, 2002-2016) and the 
parameters testing hypothesis are: H0: = = 3 = 4; 

H1: there is at least one ≠
Table 4. Regression results (fixed effects) 

Dependent Variable: PIB_GRATE 
Method: Panel Least Squares 
Sample: 2002 2016 
Periods included: 15 
Cross-sections included: 28 
Total panel (balanced) observations: 420 
Variable Coefficient Std. Error t-Statistic Prob.   
C 0.595338 0.091169 6.530066 0.0000 
ACC_IMPCONS -0.841366 0.194147 -4.333649 0.0000 
CH_GUV -0.632878 0.061403 -10.30703 0.0000 
CORR_INDEX -0.184131 0.045339 -4.061180 0.0001 
TVA 0.512109 0.150983 3.391823 0.0008 
 Effects Specification   
Cross-section fixed (dummy variables) 
R-squared 0.438297     Mean dependent var 0.027560 
Adjusted R-squared 0.393418     S.D. dependent var 0.049059 
S.E. of regression 0.038209     Akaike info criterion -3.618352 
Sum squared resid 0.566456     Schwarz criterion -3.310523 
Log likelihood 791.8539     Hannan-Quinn criter. -3.496684 
F-statistic 9.766322     Durbin-Watson stat 1.627256 
Prob(F-statistic) 0.000000    

Source: Author’s processing using EViews 7. 
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Table 5. Independent variables coefficients and probabilities 
Independent variables Coef Prob 
C 0.595338 0.0000 
TVA 0.512109 0.0008* 

Acc_impcons -0.841366 0.0000* 
Ch_guv -0.632878 0.0000* 
Corr_index -0.184131 0.0001* 

Sursa: Author’s processing using EViews 7. 

Legenda: *1% significance level. 

The estimated coefficient associated with TVA variable (VAT as percentage of total fiscal 
revenues) highlights a positive connection between VAT and economic growth; therefore, an 
increase with one percentage point in VAT would lead to an increase of 0,51% in economic 
growth. In contrast, the coefficients associated with budgetary expenditures (Ch_guv) and 
excises and other consumption taxes (Acc_impcons) show negative values which underline a 
negative correlation with the dependent variable. Thus, an increase with one percentage point 
in budgetary expenditures or excises and other consumption taxes lead to a decrease in GDP 
growth rate with 0,63% and 0,84%. 

On the other hand, the control variable associated with the corruption perception index is 
negatively correlated with the dependent one, so an increase with one percentage point of the 
index leads to a decline in the economic growth with 0,18%. 

The econometric estimation output is illustrated in Table 4. R squared highlights that 43,82% 
of the economic growth variation is explained by the independent variables variation (R-
squared adjusted is 39,34%). The model is valid because the F test probability is 0,0000 (H0 is 
rejected: the model is invalid; but with a probability of 99,9999% the model is valid). The 
correlation coefficient, r, computed as √𝑅  has the value of 0,66204 and points a strong 
relation between the variables.  

Figure 4. Jarque-Bera test 

 
Source: Author’s processing using EViews 7. 

The Jarque-Bera test proves that whether the sample data has skewness and kurtosis. 
Hypothesis: H0: Skewness = 0; Kurtosis =3 => normal distribution; H1: Skewness ≠ 0 and/or 
Kurtosis ≠ 3 => not a normal distribution. In such case, the values regarding economic growth 
are not from a normal distribution. 

 

6. Conclusions 

The present paper analyzes and highlights the impact upon economic growth of one of the 
most used indirect taxes for a period of time from 2002 – 2016 for EU – 28 countries. The 
econometric model considers indirect taxes (VAT, excises and other consumption taxes), 
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budgetary expenditures and a control variable which measures the corruption perception. The 
results of the regression showed that all of the independent variables have a significant impact 
on the dependent one. Moreover, the empirical analysis leans towards determining positive 
correlation on the economic growth but with only a small proportion of results showing 
positive impact. Conclusions are justified by the GDP size, corruption perception index and 
the efficiency level of one country fiscal system. Additionaly, budgetary expenditures lead to 
an economic decline and corruption index is perhaps defined by the level of trust that the 
population has in a stable economical and political system, unaffected by corruption. 
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1. Introduction 

One objective of the European Union agenda consists in the economic, social and territorial 
cohesion and recalls the higher social purpose of the European model of integration than that 
of the American or the Asian model. However, national social realities vary widely between 
the EU member states in terms of education, health, income, and employment. 

The social situation does not respresents only a source for expansion of the mandate of 
politicians and received a special attention from the European citizens in the recent years. 
According to the European Commission (Reflection paper on the social dimension of Europe), 
8 of 10 European citizens see unemployment, social inequalities and migration as the main 
challenges of the European Union. More than 50% of Europeans also believe that the next 
generation will be exposed to more difficult situations. In this context, the situation of social 
imbalances (income inequalities) across the European Union are one of the most widely 
debated concepts in recent years. Income inequality is natural given that people are naturaly 
different, have different capacities, visions, concerns, and different behaviors. For example, 
people's adaptability to the labour market favors high wage earnings, while rigidities in the 
workforce can lead to wage cuts. Rigid labour is limited in terms of the manifestation of wage 
discontent and, in the case of a wage cut, the employee will respect the management decision, 
while flexible workforce can present other employment opportunities to the management in 
the wage negotiation process, which can lead even to an increase of the wage of the employee 
by the management. 

The motivation for choosing this theme consists mainly in the intensification of the economic 
debates on this topic, especially those related to pros and cons of income inequalities. Some 
researchers consider income inequality to be beneficial (given the wage disparities resulting 
from the different performances of the population on the labour market), while other 
economists support their reduction. Also, social concern regarding income gap and the 
methods used in order to reduce it represents an additional motivation for choosing this theme. 

The objective of the paper is the examination of the situation of income inequalities in the 
European Union and the assesment of the impact of government health and education 
expenditures on income inequalities, the robustness of the assessment being strengthened by 
the integration of other control variables into the analysis. 

 

2. Literature review 

Even if many studies were made in this area, the results have sometimes been contradictory. 
Some economists see income inequality as an undemanding preoccupation of economists, 
while others consider the social sphere to be an illustration of the economic policies 
implemented. 

According to the European Commission (2010), the socio-economic inequalities recorded in 
the post-2000 years were higher than those recorded in 1980, despite the economic growth 
achieved by the European Union. Social and human capital development policies did not have 
the desired impact on income inequalities due to the high labour polarization, this being a 
result of economic modernisation and labour market deregulation. 

Eurofund (2017) analysed the evolution of pre-crisis and post-crisis incomes inequalities and 
found that the European Union has made significant progress in terms of convergence by 
2008, but in the post-crisis period some efforts have been canceled by the impact of the 
economic and financial crisis that has spread stronger economic shocks in the peripheral states 
of the European Union than in developed member states using effective adjustment 
mechanisms. The impact of the crisis on the convergence process has also led to a significant 
decline in incomes across the European Union. The Eurofund (2017) also found that 
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unemployment is the main channel by which the economic downturn has increased income 
inequality in the European Union, affecting different categories of population. 

On the other hand, a series of studies (Benabou, 2000, 2002; Bleaney, Gemmell and Kneller, 
2001) highlighted the pro-growth and pro-income inequality character of some public 
expenditure categories, such as: government expenditure on health and education, and 
government expenditure on infrastructure. However, other categories of expenditure may offer 
inadequate incentives, which implies assuming some compromises in the budget execution. 

Dabla-Norris et al. (2015) identified the improvement of educational qualifications, removing 
financial barriers to third-country education and providing support for apprenticeship 
programs as factors that improve the quality of the education system and have a significant 
impact on income inequality. Also, in the OECD (2012) vision, educational policies that 
increase graduation rates in upper secondary education and in tertiary education play a 
fundamental role in reducing income inequality. The Organization believes that structural 
reforms in the labour market and those that enhance the quality of the education system are 
key factors in moderating income inequalities. 

According to O'Donnell et al. (2013), health can influence the distribution of income through 
several channels, including through the one related to labour market. In this context, the 
labour productivity of people suffering from certain diseases is lower, which leads, generally, 
to lower wages. Discrimination is also another factor that can deepen income inequality 
between people with disabilities and healthy people. On the other hand, some researchers have 
also shown that the increase in income inequality is associated with high mortality (Wagstaff 
and Doorslaer, 2000), homicide and violence (Lynch et al., 2001). In this context, this reverse 
causality relationship brings significant challenges to a country in the event of an increase in 
income inequality, which can only be addressed by implementing effective structural reforms 
on the labour market (including education structural reforms).  

Ward et al. (2009) demonstrated the existence of a positive relationship between the 
unemployment rate and the level of income inequality in the European Union. At the same 
time, Boltanski and Chiapiello (2005) found that labour mobility, and its adaptability, are 
included into the category of labour market specificities that influence income inequality. In 
their view, rigidity of the workforce has unfavorable consequences on the income distribution, 
since workers who are not willing to change their residence in order to find a better job are 
susceptible to commply with their modest activity and to accept lower wages. 

As regards the measurement of income inequality through the Gini coefficient, Solt (2016) 
found that most of the statistical data sources providing this indicator is dealing with data 
comparability and coverage issues. In many cases, the national Gini coefficients provided by 
international databases are computed through different methodologies or the number of 
observations is low, numerous data missing from the samples. The author mentioned the only 
source that publishes the Gini coefficient (The Luxembourg Income Study), computed on the 
basis of a uniform set of definitions and assumptions, respectively on the basis of harmonised 
microdata that ensures maximization of their comparability. In this context, the Standardized 
World Income Inequality Database uses the Luxembourg Income Study standardized data 
series. On the other hand, the missing data was computed through the 5-year weighted moving 
average algorithm, the uncertainty of the results being reduced by the Monte Carlo simulation 
and application of the algorithm for each simulation.  

 

 

 

3. Methodology 
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This section presents the research methodology for quantifying the impact of government 
health and education spending on income inequalities in the European Union. For this 
purpose, I used yearly data for the 2002-2015 period for each member states of the European 
Union (392 initial observations) as follows: 

Table 1. Statistical data series used 
Indicators Sursa datelor 
Gini coefficient The Standardized World Inequality Database 

and OECD for Italy (2015 year) and Luxembourg 
(2015 year) 

Government expenditures on health (% of GDP) Eurostat 
Government expenditures on education (% of GDP) Eurostat 
Wages (% of GDP) Eurostat 
Unemployment rate (%) Eurostat 

Source: Own processings using Microsoft Office Word 2016 

Statistical data on income inequality, defined in this paper through Gini coefficient, are 
limited and the integration of this variable into an econometric model may be difficult. 
Eurostat does not cover the entire analysis period for this coefficient (2002-2015) and it has 
been necessary to consult another credible statistical platform for this indicator. I chose to use 
the data provided by the Standardized World Inequality Database given that the authors of the 
study created a new harmonised database for the Gini coefficient from several statistical 
sources (international studies and scientific research). Thereby, I obtained a complete set of 
the indicator, excepting the data for 2015 (Italy and Luxembourg - for which I used OECD 
data). Also, the method used maximizes the comparability of data between countries. The 
analysis period was limited to 2015 due to missing data for general government expenditure 
by function for 2016 at Eurostat level.  

In the first phase I analysed the evolution of the five indicators (Table 1) in the European 
Union on two sub-periods: 2002-2008 and 2009-2015. The second sub-period aims to surprise 
the evolution of indicators during the economic crisis and the first sub-period captures the 
evolution of the indicators in the pre-crisis period.  

In the step of identifying the influence factors and equation estimation method, I tested the 
stationarity of the variables through the "Summary" technique, which provides an overview of 
the main stationary tests: (i) Common root - Levin, Lin & Chu, (ii) Individual root - Im, 
Pesaran and Shin, (iii) Common root Breitung, (iv) Individual root - ADF-Fisher and (v) 
Individual PP-Fisher root. The variables used proved to be stationary at level and at first 
difference, which argued the use of the autoregressive term in the equation. Afterwards, I 
processed the data in Eviews 9.0 software to estimate the impact of the education and health 
expenditures of government on the Gini coefficient. For this purpose, I used EGLS - 
Estimated Generalized Least Squares method in panel window.  In order to increase the 
feasibility of the method used, I applied the Period SUR option (for the ex-ante correction of 
heteroscedasticity and of the general correlations between the cross sections) on the following 
estimated equation:  

Gini α β Gini  β health  β education β wages β un ε          (1) 

where: 𝐺𝑖𝑛𝑖 capture income inequality, Gini  represents the autoregressive term,    
health  and education  surprise government health and education speding lagged by one 
year (expressed as a share of GDP), wages and un represents the contribution of wages to 
GDP, respectively the unemployment rate and ε  is the error term. Also, α  represents the 
coefficient of the constant and β  captures the impact coefficients of the exogenous 
variables on Gini. For independent variables, I selected the lags according to the specificities 
of the economic theory.   

Following the estimation of the equation, it was necessary to identify the method of estimating 
the effects. The use of autoregressive term rejects the random effects method. To confirm this 
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hypothesis, I used Hausman test which indicated the rejection of this method. To identify the 
extent to which the Fixed Effect Method is appropriate for this model, I used the Redundant 
fixed effects test. However, dealing with issues related to multicollinearity or autocorrelation 
of residuals or heteroskedasticity, depending on the structure of the equation, the number of 
cross sections and the number of observations, may suggest using a standard panel model 
without fixed or random effects. Although the Fixed Effect method proved to be appropriate 
(Redundant fixed effects test), I rejected this technique because Period SUR option (used to 
correct heteroscedasticity and general cross-sectional correlations) could not be applied. I 
have also not been able to apply an alternative option (Cross-section SUR) given that the 
number of observations per cross-section (14) is less than the number of cross-sections (28) - 
Eviews software does not allow such an estimation.  

A number of 364 observations resulted from the adjustments made for the application of this 
method. Further, in order to test the main assumptions for the validation of this model, I 
performed the following tests: 
(i) F test (verifying the statistical validity of the model); 
(ii) Jarque-Berra (examination of the normal distribution of the residuals); 
(iii) Breusch-Godfrey (testing the autocorrelation of residuals); 
(iv) Breusch-Pagan and Pesaran CD (testing cross-section dependence); 
(v) Breusch-Pagan-Godfrey (testing of heteroskedasticity); 
(vi) Klein's criterion (testing for multicollinearity).  

Given that the panel window do not support heteroskedasticity and autocorrelation tests, I 
used the theoretical framework to obtain the results of these tests. Thus, for testing the 
autocorrelation of residuals (iii), I estimated the following equation:  

res1 γ δ Gini δ health δ education δ wages δ un
              res1 1 res1 2   ε     (2) 

where: res1 represents the residuals from the initial estimated model, and res1(-1) and        
res1(-2) represent the series of residuals lagged by one and two years.  

In order to evaluate the probability of the autocorrelation test, I used the Microsoft Office 
Excel 2016 function - CHISQ.DIST.RT, a function that took into account: a) the product of 
the R-squared corresponding to the equation (2) and the number of observations, respectively 
b) the degrees of freedom (number of lags for res1). 

As regards, the heteroskedasticity test (v), I estimated the following equation:  

res1^2 λ μ Gini  μ health  μ education μ wages μ un ε     (3)  

where res1 ^ 2 represents the square of the residuals resulting from the initial estimated 
model. 

Finally, I used the CHISQ.DIST.RT function to evaluate the probability of the 
heteroskedasticity test. The function involved the following factors: a) the product of the  
R-squared corresponding to equation (3) and the number of observations, respectively b) the 
degrees of freedom (the number of independent variables, excluding the constant). 

 

4. Results and interpretations 

In this section I analysed the dynamics of the Gini coefficient in the European Union during 
2002-2015, as well as its explanatory factors. Finally, I estimated the impact of government 
education and health spending and other control variables (the influence of the autoregressive 
term, the unemployment rate and the contribution of wages to GDP formation) on income 
inequality.  
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Figure 1. Evolution of income inequality in EU-28 

 
Source: Own calculations using Standardized World Inequality Database 

Figure 1 shows that there are large differences between member states of the European Union 
in terms of income inequality. According to the Standardized World Inequality Database, in 
the post-crisis period, the European Union experienced a trend of increasing income 
inequalities (at the end of 2015, the European Union average of the Gini coefficient was 30.0). 
Also, I would like to mention that for all indicators analysed, I have processed their final value 
at European Union level, taking into account the year of accession of each member state to 
European Union. In this context, the average Gini coefficient for the 2009-2015 sub-period 
increased by 0.67 deviation points compared to the one recorded in the previous sub-period 
(from 29.16 to 29.83). In 2015, the highest Gini coefficient was recorded in Latvia (36.8), 
Portugal (34.8) and Spain (34.3), while the lowest levels of the indicator have been observed 
in Denmark (25.4), Czech Republic (25.5), Slovakia (25.5) and Finland (25.5). In the 2009-
2015 sub-period, only 9 states recorded decreases in the indicator compared to the 2002-2008 
sub-period, while 19 experienced increases. The most significant increases in income 
inequality were recorded in Croatia (2.86 deviation points), Slovenia (2.11 deviation points) ) 
and Spain (1.90 deviation points). On the other hand, all the 9 countries that have experienced 
cuts in the indicator in the second sub-period recorded insignificant decreases, below 1 
deviation points. As can be seen, in most of the EU member states, the crisis had a negative 
impact on the income gap. 

Table 2. The commitment to reducing inequality rank (152 countries) 
Country Commitment to 

reducing inequality 
Health, education and 
social protection 
expenditure  

Progressive structure 
and incidence of tax 

Labour market policies 
to address inequality 

Sweden 1   9  8   8   
Belgium 2   4  3 24 
Denmark 3   8  9 12 
Germany 5   2  17 6 
Finland 6   3   23 10 
Austria 7   6   40 1 
France 8   5   19 21 
The Netherlands 9   19   13 9 
Luxembourg 10   12   21 11 
Ireland 13   1   53 19 
Italy 16   17   14 29 
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Country Commitment to 
reducing inequality 

Health, education and 
social protection 
expenditure  

Progressive structure 
and incidence of tax 

Labour market policies 
to address inequality 

United Kingdom 17   28   31 5 
Portugal 19   18   29 30 
Slovenia 20   13   56 22 
Malta 22   37 2 26 
Czech Republic 24   10 104 14 
Greece 25   11 60 46 
Spain 27   16 48 55 
Hungary 28   21 85 32 
Cypru 31   42 38 27 
Slovakia 32   23 128 20 
Croatia 33   44 32 39 
Poland 35   22 121 38 
Estonia 38   26 127 43 
Latvia 46   31 145 28 
Romania 50   57 132 31 
Bulgaria 79   52 144 44 
Lithuania 83   49 141 49 

Source: Own processings using data from Development Finance International and Oxfam „The Commitment to 
Reducing Inequality Index”, July 2017 

However, the inclusive feature of the European integration model is also reflected in the 
positions occupied by the member states of the European Union in a ranking made by the 
Development Finance International in partnership with the international confederation of 
charities - Oxfam (the inequality reduction commitment index). As can be seen, the ranking 
(Table 2) is in line with the situation of income inequalities (Gini) in the member states of the 
European Union, the countries recording high levels of Gini index being also among the 
countries that make insufficient efforts to reduce income inequalities. The first countries in the 
world that make full efforts to reduce income inequality through government spending on 
health, education and social protection, progressive taxation and tax incidence, respectively 
labour market policies are Sweden, Belgium and Finland. On the other hand, Romania, 
Bulgaria and Lithuania occupy the last three places in the European Union from the point of 
view of the comittment to reduce income inequality.    

The economic crisis has also played a decisive role in the dynamics of income inequality. 
According to Eurostat, in 2009, the EU-28 GDP fell by 4.3%, evolution accompanied by a 
large budget deficit of 6.6% of GDP, which required the adoption of fiscal consolidation 
policies by the member states. Although member states adopted austerity policies, many of 
these has not reduced the share of government spending on education and health in GDP. 
Annex 1 highlights the developments at European level in the 2002-2008 and 2009-2015 sub-
periods regarding government expenditure on education and health, unemployment rate and 
wages. As regards government education expenditures in European Union, their share in GDP 
of 4.84% in 2015 was the lowest value in the analysed period. However, the average of the 
indicator for the 2009-2015 sub-period was higher than the one recorded in the previous sub-
period by 0,08% of GDP. In 2015, Romania has recorded the lowest government spending on 
education (% of GDP), followed by Ireland, Bulgaria and Italy. On the other hand, the 
member states of the European Union spending the most on education are: Denmark, Sweden, 
Belgium and Finland. In the 2009-2015 sub-period, only 8 countries reduced the share of 
government education spending in GDP compared to the values recorded in the 2002-2008 
sub-period, the most significant being: Hungary (-0.71% of GDP), Romania (-0.54% of GDP) 
and Poland (-0.53% of GDP). The most significant increases in education spending were 
found in Denmark (+0.63% of GDP), Luxembourg (+0.54% of GDP) and Belgium (+0.53% 
of GDP). 

The dynamic of government health expenditure highlighted the same preference of member 
states for rising expenditure in the second sub-period, with only 5 countries of European 
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Union opting for a decrease in this budgetary function: Hungary (-0.37% of GDP), Portugal (-
0.27% of GDP), Greece (-0.26% of GDP), Bulgaria and Malta (both -0.13% of GDP). This 
preference of member states for increasing government health expenditure also facilitated an 
increase of the aggregate indicator at European Union level by 0.7% of GDP in the 2009-2015 
sub-period, compared to the value recorded in the previous sub-period. The most significant 
increases in the second sub-period analysed were recorded in the Netherlands (+2.04% of 
GDP), Finland (+1.31% of GDP) and the UK (+1.31 of GDP). In 2015, Denmark, France and 
the Netherlands had the highest government health spending, while Cyprus, Latvia and 
Romania made the lowest government health spending from the European Union. 

Some countries have laid the foundations of fiscal consolidation on reducing government 
social expenditures and thus, the income gap has further increased. However, unemployment 
had a strong influence on income discrepancies. Even if the unemployment rate at EU level in 
the analysed period has reached a maximum level in 2013 (10.93%), its level is still high 
(9.42% in 2015) and poses an important challenge for the European Union as a whole. In the 
post-crisis period (2009-2015), the EU average unemployment rate was higher than in the 
previous period by 1.82 percentage points (from 8.08% to 9.90%). 

According to Eurostat, in 2015 the highest unemployment in the European Union was 
recorded in Greece (24.9%), Spain (22.1%) and Croatia (16.1%), while the lowest level of this 
indicator was found in Germany (4.6%), Czech Republic (5.1%) and the United Kingdom 
(5.3%). Only in seven EU member states unemployment rate declined in the 2009-2015 sub-
period compared to the previous one. The largest decline was found in Poland (-6.14 
percentage points), followed by Germany (-3.61 percentage points) and Slovakia (-1.77 
percentage points). On the other hand, the highest increases in unemployment were recorded 
in Spain (+12.21 percentage points), Greece (+11.11 percentage points) and Ireland (+8.23 
percentage points). At first glance, it may be said that the rise in unemployment has led to the 
jobs loss of individuals with higher incomes too, and income inequality should not have 
changed. However, people who lost their jobs and previously earned better than other 
individuals, have been able to use their savings to generate a substitute income for their wage 
achieved in the past.  

Unemployment also affected vulnerable groups, especially the people who have attained the 
International Standard Classification of Education taxonomic classes - ISCED 0-2 (less than 
primary, primary and lower secondary education) and ISCED 3-4 (upper secondary and post-
secondary non-tertiary education). In this context, the EU-28 unemployment rate of the 15-74 
age group who attained ISCED 0-2 increased in 2009 from the level recorded in 2008 by 3.2 
percentage points, reaching 14.4%. On the other hand, the unemployment rate of the 15-74 
age group with ISCED level 3-4 in the EU-28, increased by 1.8 percentage points, from 6.5% 
in 2008 to 8.3 % in 2009. Regarding the population with tertiary education (ISCED 5-8), the 
economic recession led to an increase in the unemployment rate by 1.1 percentage points in 
2009 (4.9%), compared to the rate recorded in the previous year, which also argues the higher 
resilience to economic shocks of these categories of people. 

As regards the share of wages in GDP, the indicator was constant during the analysed period 
and fluctuated around 37% of GDP. However, there were large discrepancies between the 
indicator recorded at the level of each member state. As a result, in 2015, the highest share of 
wages in GDP was recorded in Denmark (47.9% of GDP), Slovenia (41.7% of GDP) and 
Luxembourg (41.5% of GDP) while Ireland (24.8% of GDP), Greece (25.0% of GDP) and 
Romania (27.3% of GDP) had the weakest position of the indicator. In the second sub-period 
analysed, the largest increases of the contribution of wages to GDP formation compared to the 
previous sub-period were found in Bulgaria (+5.11% of GDP), Cyprus (+2.74% of GDP) and 
Finland (+2.56% of GDP). Contrariwise, Romania (-3.37% of GDP), Ireland (-2.43% of GDP) 
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and Portugal (-1.87% of GDP), recorded the largest decline in the average of the indicator 
processed for the sub-period 2009-2015, compared to the previous sub-period.   

As the increasing evolution of inequalities poses new challenges to the social dimension of the 
European Union, in the second phase of the research, I assessed the impact of the drivers of 
income inequalities on the Gini coefficient. Initially, I checked the stationarity of the variables 
included in the model (using the Summary method mentioned in the methodology - the lag 
being automatically chosen by Eviews software using the Schwarz information criterion), 
these being stationary at level and first difference, which required the inclusion of the Gini 
coefficient lagged by 1 year in the regression. Therefore, following the examination of the 
stationarity tests, I obtained the following results: 
 Gini coefficient - stationarity identified at I(1); 
 government expenditure on health as a share of GDP - stationarity identified at  I(1); 
 government expenditure on education as a share of GDP - stationarity identified at I(0); 
 unemployment rate - the use of the Summary method did not provide a clear picture of the 

results (the number of tests that identified stationarity at I(0) was equal to the number of 
tests that identified stationarity at I(1)); Consequently, I applied the Hadri test for both 
level and first difference of unemployment rate. I rejected the stationarity assumption for 
I(0) as the probability of 0% was below the 5% threshold. The probability of 56% 
associated with Hadri Z-stat for I(1) argued the acceptance of the null hypothesis of 
stationarity. Finally, I have identified stationarity at I(0); 

 contribution of wages to GDP formation - stationarity identified at I(1). 

Next, I estimated the model, starting from the structure previously presented and I analysed its 
results. According to Figure 2, all variables used are statistically significant, their probability 
being less than the significance threshold of 5%. However, the risk of the estimator of the 
constant to be null is greater than 5% and less than 10% (8.21%), but this does not raise any 
questions with respect to the appropriate representation of the model given that the coefficient 
of determination (R-squared) is high, which demonstrates that the dynamic of the selected 
independent variables explains 99.72% of the dependent variable variance. Also, the low 
standard errors have increased the confidence in estimators. In order to check the validity of 
the model, I used the F-test and its associated probability created the premises for confiming 
the statistical validity of the model.  

The analysis of the impact coefficients of the variables included in the model is based on the 
"caeteris-paribus" hypothesis. According to the results of the model attached in Figure 3, the 
increase of the Gini coefficient recorded in the previous year by 1 deviation point leads to an 
increase of the actual Gini coefficient by 0.989 deviation points, this being also caused by the 
higher yield of higher incomes (people who earn higher income than other categories of 
people may use these additional resources to generate other types of income, a situation that 
lead to an increase in income gap). 

Returning to the main focus of the analysis, I identified a negative impact of the increase in 
government education and health expenditure on the Gini coefficient in the European Union. 
Thus, I found that an increase in government health expenditure in the previous year by 1% of 
GDP leads to a decrease by 0.019 deviation points in the Gini coefficient, a lower impact than 
the one manifested through government education expenditure channel (an increase of 1% of 
GDP in government education expenditure lagged by one year led to a decline of 0.024 
deviation points in Gini coefficient). Education offers to population the opportunity to alling 
with people who earn high income, within certain limits, through knowledge. Supporting 
education through higher funding, (one condition of it being the effectiveness of the structural 
reforms) can stimulate young people's insertion on labour market or their involvement in 
sustainable projects. However, the effects of the investments in education are not observed on 
the short term. This budget function generates new sources of income for the population by 
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offering opportunities on the medium or long term, reason for which I included the 1-year 
lagged series on the list of the independent variables. This is also the case of government 
health expenditure that support education over time. In general, there is a significant link 
between education and health, since an educated person tends to take care of his health 
condition and a healthy person has the ability to continue his studies, not being constrained by 
factors related to weak health condition. Also, a healthy person does not face health barriers in 
the accession on the labour market and its performances are not conditioned or limited by the 
current condition of health. However, this is not a rule, the career success also depending on 
the severity of the health problem and other specific psychological factors. 

According to Figure 2, an increase of the contribution of wages to the GDP formation by 1% 
of GDP leads to an increase of the Gini coefficient by 0.007 deviation points. This effect can 
be caused by the fact that in many countries from the European Union wage hikes occurred 
unequally, favouring the population earning high wages. 

The estimate shows a positive impact of 0.011 deviation points on the Gini coefficient at a 1 
percentage point increase in the unemployment rate, based on the higher impact of 
unemployment on vulnerable groups. 

The coefficient of the constant term shows that, when all components of the equation remain 
constant, the Gini coefficient increases by 0.268 deviation points. However, given that the 
level of R-squared is high and the risk of the estimator to be null is greater than 5%, I ignored 
its coefficient as it can be inaccurate. 

Figure 2. Results of the model 

 
Source: Own calculations using Eviews 9.0 

As can be seen in Figure 3, the residuals are normally distributed, given that the probability of 
Jarque-Bera test is higher than 5% (52.46%). 

In order to test the autocorrelation of the residuals, I did not use the Durbin-Watson test as it 
became invalid when I introduced the autoregressive term, as an exogenous variable, in the 
panel model. In this context, I performed the Breusch-Godfrey test (Annex 2), starting from 
equation (2) which includes 2 degrees of freedom (the number of lags for residuals) and a 
number of 308 observations (following the adjustments performed) and I obtained a R-
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squared value of 0.012849 and a n*R-square value of 3.957586. Using the CHISQ.DIST.RT 
function and previously processed data, I computed the probability of the Breusch-Godfrey 
autocorrelation test (13.82%), which argued the acceptance of the hypothesis according to 
which there is not autocorrelation between the residuals.  

For enhancing the examination of the model's accuracy, I performed the cross-section 
dependence tests: Breusch-Pagan and Pesaran CD. Both the Breusch-Pagan (100.00%) and 
the Pesaran CD test (63.76%) are superior to the significance threshold of 5%, which confirms 
the absence of cross-section dependence. 

The verification of heteroskedasticity (Annex 3) involved the estimation of the equation (3) 
and the computation of the probability of Breusch-Pagan-Godfrey test based on the n*R-
squared value (364 * 0.012786 = 4.6541049) and the degrees of freedom taken into 
consideration (5 - number of exogenous variables). Therefore, I accepted the hypothesis of 
homoskedasticity since the Breusch-Pagan-Godfrey probability of 45.95% is higher than 5%. 

Figure 3. Distribution of the residuals 
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Source: Own calculations using Eviews 9.0 

Concerning multicoliniarity, I accepted the hypothesis related to its absence from the model, 
since the Pearson statistical correlations between the exogenous variables are lower than the 
coefficient of determination of the equation (1) - the Klein criterion. 

Finally, I validated the model and its coefficients, given that there is no reason to have doubts 
on the maximum verisimilitude of the estimators. 

 

5. Conclusions 

This paper targeted the estimation of the impact of government health and education 
expenditure on income inequality. According to the results, a 1 percentage point increase in 
government health expenditure (express as a share of GDP) leads to a reduction in the Gini 
coefficient by 0.019 deviation points in the next year, while the same dynamic of government 
education expenditure causes a decrease of Gini coefficient by 0.024 deviation points in the 
next year. Therefore, this analysis confirms the inverse relationship between these two 
functions of budget expenditures and income inequality. The analysis of the EU member 
states' commitments to reduce inequalities has also confirmed this hypothesis. The model has 
proved to be statistically valid, all the tests performed in order to confirm the maximum 
verisimilitude of the estimators providing results that were in the normal parameters. 

Supporting social cohesion through government spending on education and health is essential, 
but it is necessary to make it more effective by implementing structural reforms that bring 
both social and economic benefits outweighting the budgetary costs resulting from the 
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implementation of these measures. Spending public money inefficiently can have negative 
consequences on the living standards of future generations, given that at some point the 
population will have to comply with their obligations resulted from high public debt, as a 
consequence of large budget deficits. 

At both European Union and Romanian level, it is necessary to identify an optimal threshold 
of income inequality, a lower level than it - representing the natural income inequality and a 
higher level than the threshold - being the inequality induced by the national institutions and 
governments. In this context, for European Union member states it would be beneficial to 
assess the impact of budgetary measures on income distribution in the context of the annual 
budget proposals and to prevent the accumulation of disparities between incomes (for 
instance, Finland have such an approach, even if this activity is not mandated by law). 
Otherwise, there is a risk that the actual level of income inequality will continue on a 
increasing trend.  
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Annex 1. The dynamic of government health and education expenditure, wage share in GDP and unemployment 
rate in the EU-28 
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Annex 2. Autocorrelation of the residuals test - Breusch-Godfrey 

 
Source: Own calculations using Eviews 9.0 
 
Annex 3. Heteroskedasticity test - Breusch-Pagan-Godfrey 

 
Source: Own calculations using Eviews 9.0 
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Introduction 

Romania’s fiscal conduct during transition was directly influenced by external factors. The 
world has significantly changed after 1990 (the fall of the Soviet Union, a reunified Germany, 
globalization, .com revolution, the Great Recession - just to mention few aspects of the global 
framework). As a transition economy, Romania had to both change its economic structure 
(especially moving from public to private property) and catch up with the developed 
economies that at were also following new challenges and market rules. 

But Romania was not acting that independently. Actually, we can speak about the decisions of 
an independent state that were actually strongly influenced by its adjustment programs agreed 
with the International Monetary Fund (since the very beginning of its transition period, 
namely since 1991) and the European Union (EU) membership (since 2007, but its influence 
could be felt since the beginning of the accession negotiations: 1999, at the Helsinki 
Conference). 

The relation with the IMF and its impact was assessed in some papers (Bălăceanu, Apostol, 
2012; Imam, 2007), but the focus on its discipline has not been studied separately and in 
conjunction with the EU relation.  Also, the relation with the EU from this perspective has not 
yet been assessed in the literature. 

This paper aims for a qualitative assessment of the impact of these two institutions on its fiscal 
discipline, looking at the official documents that were assumed by the governments, as well as 
the macroeconomic developments. The importance of the fiscal discipline was described in 
Section 1 of the paper “Twenty Years of Stability and Growth Pact” (Jeloaica, 2017) and the 
relevance in the context of external shocks were further revealed by Voinescu (2018) that 
showed a limited size of the fiscal multipliers in case of Romania, so the extremely week 
possibility to of the fiscal policy to incentivize the economic activity. 

In order to make it more relevant, I decided to compare Romania’s relations with both the 
IMF and the EU with the relation other comparable member states (Bulgaria/BG, Czech 
Republic/CZ, Hungary/HU and Poland/PL) developed during these years. 

Section 1 provides information on the Romania’s relation with the IMF during the first 26 
years as a free market economy (1990-2016). Section 2 tackles the framework and conditions 
derived from the relation with the EU. Section 3 looks at GDP, debt and deficit developments, 
in order to assess if the relation with the 2 institutions had an impact on the fiscal conduct, so 
that in the we can draw some conclusions in the end. 

 

Section 1 – Romania and the IMF  

Romania has been an IMF member since 15th of December 1972. Since then, 13 agreements 
were concluded, out of which 10 after 1990 (and these are to be assessed in the present paper 
in relation to their influence on the fiscal discipline).  

The main purpose of the International Monetary Fund “is to provide a framework that 
facilitates the exchange of goods, services, and capital among countries, and that sustains 
sound economic growth, and that a principal objective is the continuing development of the 
orderly underlying conditions that are necessary for financial and economic stability, each 
member undertakes to collaborate with the Fund and other members to assure orderly 
exchange arrangements and to promote a stable system of exchange rates” (Art. 4, Section 1 
of the Agreement of the International Monetary Fund). There are no clear numerical rules that 
the members need to apply in order to discipline their fiscal conduct, but the Fund 
significantly influences the states’ policies by the loan conditions (indeed, agreed with the 
member states that benefit from financial support. It worth mentioning that national ownership 
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was enhanced since 2009 IMF lending reforms, thus we can say that up to then the lender’s 
influence was stronger). 

In this regard, the IMF MONA (Monitoring of Fund Arrangements) database provides a good 
overview of the impact on fiscal discipline. 98.65% of the 815 agreements concluded after 
2002 (this includes the reviews as well) include conditions in the field of fiscal revenues, and 
91.41% on public expenditures. 

Coming back to Romania, the figures for the 28 years of democracy are as follows: 10 
agreements, 11.803.415 million SDR disbursed, 25 years covered by agreements with the IMF 
– the strongest relation with the IMF if we look at comparable states (BG, CZ, HU, PL). 

Graph 1. Value (SDR) of IMF arrangements after 1990 for selected states 

 

 
Source: own calculation based on data from www.imf.org. 

Graph 2. Number of IMF agreements and years covered after 1990 in selected member states 

 
 

 

Source: own calculation based on data from www.imf.org. 

Graph 3.  The 10 arrangements of Romania with the IMF after 1990 

 
Source: own calculation based on data from www.imf.org. 
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The figures below indicate that Romania had the greatest number of arrangements with the 
IMF (10), closely followed by Poland and Hungary. But when we look at the time coverage, 
Romania had by far the closest relation if we are to compare with the other member states in 
the sample (25 years comparing with Bulgaria, that comes second with 17 years), so the 
greatest influence of the IMF on its development. 

When looking into the amounts disbursed, Romania is again leading, but in order to have a 
full picture we need to take into consideration that compared with the average real GDP at 
market prices (91,1099.9 mil. Eur. from 1994 to 2016 if we are to use Eurostat database), it 
represents less than 0.05% of GDP (a rough estimation if we are to convert SDR to EUR using 
today exchange rate). The same applies for the other four countries as well, so we can state 
that the highest impact came from shaping policies and markets credibility and not the 
amounts as such. 

This brings us to the policy conditions – the main influence factor on the national policies. 
The 10 arrangements mentioned above had comprehensive conditions attached, but if we 
restrain our assessment area these can be summed up in the table below: 

 
Economic area Main issues to be tackled 
Before joining the EU (1991 – 2006) 

Tax/expenditure 
reform 

Adoption of the pension law; reduce public sector employment; adoption of public debt law; adoption of profit 
tax law; passage of satisfactory yearly budgets; widening tax base; removing tax exemptions.; limiting monthly 
wage allocations for state budget; implement budgetary monitoring system; moratorium on granting investment 
incentives; implement wage brackets for August-December 1999; modification of investment incentives; limiting 
the economy-wide minimum wage; eliminate the excise tax reduction for producers of cigarettes using domestic 
tobacco; increase in excise taxes for gasoline and alcohol products and in the specific tax on beer; approval of 
the new VAT and profit tax laws; binding quarterly paths for the wage bill and employment reduction for 
monitored companies; implementation of layoffs in selected companies; elimination of custom duty and VAT 
exemptions for raw materials for small and medium-sized enterprises; establishment of a tax administration 
department within the Ministry of Public Finance and appointment of the responsible Secretary of State. 

Public enterprises 
Cutting arrears; reducing losses; implementation of management contracts; restructuring; privatization; 
approval of state owned enterprises budgets; eliminating the VAT and excise duties exemptions for selected 
state owed enterprises. 

After joining the EU (2009-2015) 

Fiscal transparency 

Fiscal responsibility legislation; publish up-to-date financial statements of all public hospitals on a webpage of 
the Ministry of Health; publishing monthly arrears reports and corrective measures being taken by the central 
and local governments, by unit, on a quarterly basis, publishing monthly arrears reports and corrective 
measures being taken by the central and local governments, by unit, on a quarterly basis; prepare and publish 
consolidated general government accrual based financial statements and ESA95 based reports from the 
system (the first sets of reports will be for the year ending 2014), and reconcile with each other and with cash-
based budget execution reports. 

Budget preparation Approval of the yearly budgets; roll out the consolidated fiscal reporting system to all government entities. 

Revenue and 
expenditures 
measures 

Tax administration reform;  fiscal measures to reduce expenditures;  revised pensions legislation; institutional 
reforms measures to mitigate fiscal risks from local governments and SOEs; integrate the accounting reporting 
system with the Treasury payment system; ensuring central government and social security arrears at near 
zero; reform tax administration methodology for high net wealth individuals; stocktaking of arrears and unpaid 
bills for the entire general government and SOEs; review of the existing investment portfolio; which will prioritize 
and evaluate existing projects; introduction of a simplified taxation system for smaller taxpayers under the 
threshold; comprehensive amendments to the health care legislation to address the persistent budgetary 
shortfalls; enact the copayment law and the revised claw back tax law in the healthcare system; simplified tax 
system for the smaller taxpayer; integrate the accounting reporting system with the Treasury payment system; 
fully operationalize the commitment control system. 

Public enterprises Preparation of strategic action plans for key SOEs, restructuring, privatization. 
Source: IMF MONA – selected data. 

The conditions related to fiscal discipline went quite deep into details and covered a wide 
range of topics: taxation system, budget preparation and execution (from the legislative part to 
the concrete revenues and expenditure measures), fiscal transparency (so the administrative 
part) but also decreasing the role of state in the economy by privatization (also a way of 
optimizing the budgetary costs). A special attention was paid to arrears, that represented a 
huge issue for Romania. 
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Section 2 - The EU membership impact on Romania’s fiscal discipline 

First and foremost, we should mention that by signing the membership agreement (25th of 
April 2005 and taking effect starting with 1st of January 2007), Romania committed to respect 
the well-known “Maastricht criteria” on fiscal discipline: a budget deficit of maxim 3%of 
GDP and a public debt limited to 60% of GDP (art. 126 of the Treaty on Functioning of the 
EU, detailed in Protocol 12 annexed to the Treaty). 

The subsequent EU legislation (mainly the Stability and Growth Pact/SGP), as well as the 
intergovernmental Treaty on Stability, Coordination and Governance in the Economic and 
Monetary Union/TSCG and the national legislation (mainly Low no.69/2010 on fiscal 
responsibility) goes in the same line, with fiscal numerical rules and EU fiscal surveillance 
process, as well as corrective procedures for not complying with the agreed rules (the 
excessive deficit procedure, the significant deviation procedure). 

In order to better understand the framework, I will provide an overview of the fiscal conduct 
restrictions as derived from the EU membership, as well as Romania’s degree of fulfillment. 

 
Rule Applicable since Main provisions Corrective measures Observed by Romania 
Debt rule* 1997 - SGP 

(operationalized 
in 2011 SGP 
reform) 

the public debt should be limited 
to 60% of GDP 

Excessive deficit 
procedure (EDP) 
- Potential sanction on 
the EU funds 

The debt rule was never 
breached by Romania 

Deficit rule* 1997 - SGP public deficit should be limited to 
3% of GDP 

Excessive deficit 
procedure (EDP) 
- Potential sanction on 
the EU funds 

In EDP from 2009 to 2013 

Medium term 
budgetary 
objective 
(MTO)* 

1997 - SGP 
(strengthened in 
2011 SGP reform) 
2012 / TSCG 

budgets must be balanced or in 
excess 

Significant deviation 
procedure (SDP) 
The correction 
mechanism should be 
automatically activated 
when departing from the 
MTO or the adjustment 
path towards it. 

In SDP since 2017 (for 2016 
outrun data). 
The correction mechanism 
was not automatically 
activated. 

Expenditure 
rule** 

2011 SGP reform 
stronger focus 
since 2016 

the growth path of the government 
expenditure is being assessed 
against a reference medium term 
rate of potential GDP growth, in 
order to ensure the achievement 
of the MTO or the adjustment path 
towards it 

Significant deviation 
procedure (SDP) 

In SDP for significant 
deviation from the MTO in 
2016, not for the 
expenditure rule. Still, since 
2016 the expenditure rule 
was not observed by 
Romania. 

*In 1997, the Maastricht Treaty provisions on fiscal discipline were detailed and operationalized within the SGP 
(15 member states now). Thus, the fiscal discipline is monitored in the preventive arm (the provision is that the 
budgets must be balanced or in excess and the concept of MTO is introduced) and any deviation is corrected 
within the corrective arm (the excessive deficit procedure provides for the member state to take corrective 
measures and in case of failure sanctions can be imposed). The debt rule was actually operationalized in the 2011 
SGP reform, since when the excessive deficit procedure may be launched in case of the breaching the debt rule 
as well.  
**The expenditure benchmark was introduced since 2011, but in December 2016 the ECOFIN Council decided 
that more focus should be placed on it. 

Secondly, the fiscal discipline was promoted by the EU during the European Semester as well. 
In this process introduced in the 2010, the economic policies of the member states are being 
coordinated within the annual budgetary cycle. Policy orientations are proposed by the 
European Commission in the Annual Growth Survey (AGS), discussed at the Council of 
European Union level and endorsed by the heads of states and governments at European 
Council level. Then, based on the member states Stability/Convergence Programs and the 
National Reform Programs, the Council adopts country specific recommendations (CSR) in 
order to feed the national budgetary process. An overview of these recommendations is 
presented below: 
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Source Provisions 
AGS 
2011 

Rigorous fiscal consolidation for enhancing macroeconomic stability  

CSR 
2011 

Implement the measures laid down in Council Decision 2009/459/EC as amended by Council Decision 2010/183/EU, 
together with the measures laid down in Council Decision 2011/288/EU and further specified in the Memorandum of 
Understanding of 23 June 2009 and its subsequent supplements, and in the Memorandum of Understanding of June 2011 
and its subsequent supplements. 

AGS 
2012 

Pursuing differentiated growth-friendly fiscal consolidation: implementing sound budgetary policies, tailored according to 
Member States’ current fiscal positions; maintaining as far as possible investment in growth-enhancing areas; and making 
tax policies more growth-friendly 

CSR 
2012 

Implement the measures laid down in Decision 2009/459/EC, as amended by Decision 2010/183/EU, together with the 
measures laid down in Decision 2011/288/EU and further specified in the Memorandum of Understanding of 23 June 2009 
and its subsequent supplements, and in the Memorandum of Understanding of 29 June 2011 and its subsequent 
supplements. 

AGS 
2013 

Pursuing differentiated, growth-friendly fiscal consolidation. 

CSR 
2013 

Complete the EU/IMF financial assistance program; 
ensure growth-friendly fiscal consolidation and implement the budgetary strategy for the year 2013 and beyond as 
envisaged, thus ensuring achievement of the medium-term objective by 2015; improve tax collection by implementing a 
comprehensive tax compliance strategy and fight undeclared work, in parallel, explore ways to increase reliance on 
environmental taxes; equalize the pensionable age for men and women and underpin the pension reform by promoting the 
employability of older workers. 

AGS 
2014 

Responsible and growth-friendly fiscal policies, in line with the Stability and Growth Pact, taking into account the particular 
national situation. 

CSR 
2014 

Implement the EU/IMF financial assistance program by fully addressing the policy conditionality included in the 
Memorandum of Understanding of 6 November 2013 and its subsequent supplements that complements and supports the 
implementation of these country specific recommendations; 
implement the budgetary strategy for 2014; significantly strengthen the budgetary effort to ensure reaching the medium-
term objective in 2015 in line with commitments under the Balance of Payments program and as reflected in the 2014 
convergence program, in particular by specifying the underlying measures, and remain at the medium-term objective 
thereafter; improve tax collection by continuing to implement a comprehensive tax compliance strategy; stepping up efforts 
to reduce VAT fraud; fight undeclared work; reduce tax burden for low- and middle-income earners in a budget-neutral way; 
finalize the pension reform started in 2010 by equalizing the pensionable age for men and women. 

AGS 
2015 

Responsible and growth-friendly fiscal policies, in line with the Stability and Growth Pact, taking into account the particular 
national situation. 

CSR 
2015 

Take all the necessary measures to complete the financial assistance program; 
limit the deviation from the fiscal medium-term objective in 2015 to a maximum of 0.25% of GDP as specified under the 
2013-15 balance-of-payments program and return to the medium-term objective in 2016; implement the comprehensive tax 
compliance strategy, strengthen verification control systems in order to tackle undeclared work, and push ahead with the 
equalization of the pensionable age for men and women. 

AGS 
2016 

Responsible public finance. 

CSR 
2016 

Limit the deviation from the medium-term budgetary objective in 2016 and achieve an annual fiscal adjustment of 0,5 % of 
GDP in 2017 unless the medium-term budgetary objective is respected with a lower effort; ensure the application of the 
fiscal framework and strengthen further tax compliance and collection; ensure that legislative initiatives do not undermine 
legal certainty and do not put at risk financial stability; if necessary, adopt measures that mitigate such risks. 

AGS 
2017 

Responsible public finance. 

CSR 
2017 

In 2017, ensure compliance with the Council recommendation with a view to correcting the significant deviation from the 
adjustment path toward the medium-term budgetary objective; in 2018, pursue its fiscal policy in line with the requirements 
of the preventive arm of the Stability and Growth Pact, which translates into a substantial fiscal effort for 2018. Ensure the 
full application of the fiscal framework; strengthen tax compliance and collection. Fight undeclared work, including by 
ensuring the systematic use of integrated controls. 

AGS 
2018 

Responsible fiscal policies to support sustainability and convergence. 

Thirdly, as anticipated reading the country specific recommendations, another tool for the EU 
to promote fiscal discipline in Romania were the 3 balance of payments (BoP) programs 
Romania benefited of from 2009 to 2015. If the general framework applies to the other 
member states as well, the financial assistance was used by Hungary only (one program from 
2008 to 2010, 5.5 out of 6.5 bl. Euro disbursed). 
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BoP programme Main provisions in the area of fiscal discipline 

Financial 
assistance 
2009-2011  
3.5 billion € 

(a) adopting a clearly-set medium-term fiscal program designed to lower by 2011 the general government deficit 
to not more than the Treaty reference level of 3 % of GDP;  
(b) adopting and executing an amended budget for 2009 (by the second quarter of 2009), targeting a general 
government deficit of no higher than 5,1 % of GDP in ESA 95 terms;  
(c) reducing the public sector wage bill in nominal terms compared to the 2008 outcome by foregoing public sector 
wage increases (totaling 5 % in nominal terms) scheduled for 2009 (or equivalent further cuts in employment) and 
by reducing public employment, including by replacing only one of seven departing employees;  
(d) additional reductions in spending on goods and services and in subsidies to public enterprises;  
(e) improving the budgetary management by the adoption and implementation of a binding medium-term fiscal 
framework, establishing limits on budget revisions during the year, including fiscal rules and creating a fiscal 
council to provide independent and expert scrutiny;  
(f) reforming the public compensation system, including by unifying and simplifying the pay scales and reforming 
the bonus system; 
reforming key parameters of the pension system by moving towards indexation of pensions to consumer prices 
rather than wages, gradually adjusting retirement age beyond the currently agreed plans, especially for women, 
and phasing in pension contributions of groups of public employees currently excluded from such contributions. 

Precautionary 
2011-2013 
1.4 billion € 

(a) the adoption of budgets and the implementation of policies in line with clear fiscal targets for the fiscal years 
2011 to 2013 that underpin the continued fiscal consolidation with a view to stabilizing the government debt to 
GDP ratio and put an end to the excessive deficit in line with the Council recommendations under the excessive 
deficit procedure;  
(b) the requirement to attain progressively more restrictive benchmarks for the reduction in government payment 
arrears both at central government and local government levels;  
(c) the introduction of an enhanced reporting system for the State-owned enterprises which are already part of the 
European system of accounts definition of the general government, and also for those which will likely be 
reclassified into the general government sector by Eurostat in 2011 and 2012, with a view to enabling the 
government to assess on a continuous basis the likely impact on the general government deficit and the evolution 
of arrears, subsidies and transfers, and losses linked to these enterprises;  
(d) the continued monitoring of the public sector wage bill such that it respects the relevant limits set in the 
medium-term fiscal strategy;  
(e) the introduction of a means-tested co-payment system for medical services, as well as an adequate system of 
checks and controls against the accumulation of arrears in the health system;  
(f) the implementation of measures to improve the management of the public investment budget in line with the 
fiscal strategy 2012-2014 and with a focus on shifting from entirely domestically financed investment to Union co-
financed investment;  
(g) the review, update and publication of a multiannual debt management strategy on an annual basis;  
(h) the implementation of policy measures aimed at rationalizing the wage-setting system with a view to allowing 
wage developments to better reflect productivity and reforms increasing the flexibility of labor contracts and 
working time arrangements within an integrated flexicurity approach. 

Precautionary 
2013-2015 
No review 
mission was 
concluded.  
2 billion € 

(a) the adoption of budgets and the implementation of policies in line with the fiscal consolidation path derived 
from Romania's obligations under the Stability and Growth Pact with a view to reaching Romania's medium-term 
budgetary objective by 2015, and to maintaining it thereafter;  
(b) the full preservation of the measures agreed under the previous two program and the implementation of any 
remaining parts of yet unfulfilled conditionality;  
(c) the further strengthening of the fiscal governance framework, including through the implementation of the 
Treaty on Stability, Coordination, and Governance, so as to ensure that fiscal consolidation is well anchored. 
Particular attention shall be given to reinforcing multi- annual budgetary planning, to the implementation of an 
effective commitment control system, to improving tax collection, and to improving the capital budgeting process;  
(d) the implementation of the action plans adopted in response to the findings of the functional reviews carried out 
by the World Bank in 2010-2011 in a timely manner and the establishment of a central delivery unit to improve the 
government-wide policy prioritization;  
(e) the clearing of arrears and the strengthening of budget control mechanisms in the health sector through 
improved reporting and monitoring frameworks;  
(f) the implementation of the strategic action plan for healthcare, rationalizing the hospital structure and increasing 
the scope for primary care activities, in order to improve health outcomes;  
(g) the improvement of public debt management with a view to reducing risks and to consolidating and extending 
the yield curve for sovereign debt. 

As regards the EU surveillance and coordination of economic policies framework, this applies 
to all the EU member states (including Romania and the other four countries in the sample) 
and it plays an important role in maintaining the fiscal discipline, using both preventive and 
correcting tools. 

As regards the preventive component (the so called Preventive arm of the Stability and 
Growth Pact), Romania was the first (and the only by now) country to be placed in significant 
deviation procedure (deviation from the path towards the Medium Term Budgetary Objective 
higher than 1.6% of GDP, namely a structural deficit of -2.6% of GDP).  
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As regards the excessive deficit procedure, all 5 countries in the sample were in excessive 
deficit procedure (meaning that the reference value of 3% of GDP was reached), as follows: 
BG from 2010 to 2012, Czech Republic from 2004 to 2008 and from 2009 to 2014, Hungary 
from 2004 to 2013, Poland from 2004 to 2008 and from 2009 to 2013 and Romania from 2009 
to 2013.  

Thus, all these countries received recommendations to keep their public finance onto a 
sustainable path and only Romania and Hungary had deeper involvement of the EU 
authorities by virtue of the Balance of Payments programs (6 years Romania, 2 years 
Hungary). The main areas were related to budget drafting and execution (including 
expenditures ceilings, expenditure reviews and tax reforms), reform of administration, debt 
management, state owned enterprises management (in order to reduce the budget pressure). 

In the same time, significant developments of the economic governance framework took 
place, and I would underline here the Council Directive 85/2011 on requirements for 
budgetary frameworks of the Member States, that lays down detailed rules concerning the 
characteristics of the budgetary frameworks of the Member States needed for compliance with 
the Stability and Growth Pact requirements. The requirements refer to availability and quality 
of fiscal data, medium term budgetary frameworks, prudent forecasts and fiscal numerical 
rues. 

 

Section 3 – Economic developments 

As showed in the previous sections, the five-member states were bounded by the same rules 
after joining the EU (2004 Hungary, Poland and Czech Republic and 2007 Romania and 
Bulgaria). Before EU accession, the IMF had impact on their fiscal discipline, but in different 
degrees, as the time during adjustment program varied across countries. This section aims to 
have a look at the economic developments during this period, by assessing the GDP, debt and 
deficit developments. 

As regards the GDP developments, all the member states were on a positive trend since 1995 
and were affected by the crisis, with economic decrease in 2009 and relaunch afterword. Up to 
2009, the growth path seemed common to the five countries (see Graph 4 below). 

Graph 4. GDP at market prices (mil. Euro) 

 
Source: Eurostat database. 
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Bulgaria 11.02 8.083 9.957 13.08 12.68 14.30 15.78 17.34 18.65 20.93 23.85 27.21 32.44 37.20 37.31 38.23 41.29 41.94 42.01 42.76 45.28 48.12
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If we are to look at Romania only, 2005-2008 was a period of sustained growth (from 61.40 
mil. Euro in 2004 to 80,22 mil. Euro in 2005 and 146,1 mil. Euro in 2008), followed by the 
effects of the crisis in 2009 and a slow recovery afterwards (it reached the before crisis GDP 
only in 2014, so 5 years later). Only Hungary had such a slow recovery (Poland, Czech 
Republic and Bulgaria had better performances in this sense). 

Of course, in order to have a better picture, a look at the real economy is needed. In this 
regard, the figure bellow presents the real GDP per capita developments from 2002 to 2016 
(Eurostat only provides data for this indicator since 2000, but as data for Romania is only 
available since 2002, I decided to use this starting point). 

Graph 5. Real GDP per capita (chain linked volumes 2010) 

 
Source: Eurostat database. 

We can easily notice that the best performer is by far Czech Republic, followed by Hungary 
and Poland. Romania and Bulgaria are at the end of the ranking. It worth mentioning that 
Poland was the only one with continuous increase in its GDP per capita (the other 4 saw the 
impact of the crisis and the value of this indicator decreased) and almost reached Hungary, 
even if at the beginning there was a significant difference in favor of this last one. Still, the 
differences between these 5 member states are significant: in 2016, Romania and Bulgaria had 
a GDP/capita of less than 50% of that of Czech Republic (46%, respectively 36%)m, while 
the other two were at almost 70%. 

Having in mind that Romania and Bulgaria started from the lowest level, during 2002-2016, 
they saw the biggest increase of their GDP per capita: 79%, respectively 76%, followed by 
Poland with 67% (Czech Republic and Hungary had an increase of less than 40%). If we are 
to measure in nominal terms, the ranking is switching, of course. 
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Graph 6. Gross debt developments 

 
Source: Eurostat database. For Bulgaria, data is not available for 1995 and 1996, so the value in the table is 0 for 
both years. 

As regards the debt developments from 1995 to 2016, the picture is mixed. Hungary started 
with a high debt, that was on a decreasing path up to 2001, when it started increasing 
significantly, remaining above the Treaty reference of 60% of GDP. The Czech Republic also 
started with a high public debt, but this was considerably reduced. Generally, except these two 
outliners, the public debt did not have great values. 

Coming back to Romania, 2001 to 2007 brought reduced rates of public debt, that started 
increasing after 2008 (and the rise did not stop yet). I would recall that 1999 was the year 
when the accession negotiations started, so this looked to have some influence on the fiscal 
conduct. The financial crisis brought a reverse in the trend, but still the level is significantly 
under the reference value of 60% of GDP. 

It is interesting to have a look at the average debt: Hungary would be first, with 67.6% of 
GDP, Poland 2nd with 46.5 of GDP, Bulgaria the 3rd with 37.4% of GDP, Czech Republic 
the 4th, with 28.2%of GDP and Romania last, with 23.4% of GDP. 

As regards the deficit developments, Graph 7 shows even greater differences between member 
states that in the case of debt, but if we are to look at the average, Hungary still keeps the first 
place (-5.1% of GDP), followed by Poland (again the 2nd with -4.2% of GDP), Czech 
Republic (-3.5% of GDP), Romania (-3.4% of GDP) and Bulgaria (-0.45% of GDP). 

All the member states were strongly hit by the crisis, when the budget deficit peaked, 
followed by adjustments. 
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Graph 7. Deficit developments 

 
Source: Eurostat database. For Bulgaria, data is not available for 1995 and 1996, so the value in the table is 0 for 
both years. 

In case of Romania, if we are to exclude Bulgaria, had the best performances compared with 
the other states in the sample during 2000-2007. Afterwards, it started to move, it became a 
worst performer and was the most effected when the crisis hit. Significant adjustments took 
place from 2010-2015, but 2016 almost brought the launch of the excessive deficit procedure. 
It should also be observed that in 2008, a year when Romania was not in program with the 
IMF and when the Stability and Growth Pact did not have the weight it has today, Romania 
had a great slippage in terms of budget deficit. 
  

Conclusions 

Compared with the other countries in the sample (Hungary, Poland, Czech Republic, Bulgaria), 
Romania had the strongest relations with the IFM and the EU, through the programs that were 
attached to financial support (10 with the IMF and 3 with the European Commission). Strict 
conditions were imposed, and these went deep into the policy making process and fiscal conduct 
(budgetary drafting and execution, taxation system, debt management, state owned enterprises). 
Indeed, it must be mentioned that not all the programs were closed (as the latest preventive 
program from 2013 to 2015) and not all the conditions attached were fulfilled, but of course the 
direct impact can be seen at least in terms of general orientation of the public policies. 

In the same time, Romania benefited of the greatest amount in financial support compared 
with the other four countries. 

In terms of economic growth, all five countries followed a similar path – a clear growth trend, 
the difference being mainly in the growth rate and of course the starting point plays its merits 
in today’s outlook.  

In terms of deficit and debt, Romania had good performances on average, being on top (first 
as regards the debt and second as regards the budget deficit), this strictly from the point of 
view of fiscal discipline measured according to the Maastricht Treaty, so we can see more 
discipline, but having in mind the path of the economic growth and the real GDP per capita 
developments, it seems that this discipline was important (if we are to look at the growth rate), 
but not the only factor for the real economy to develop (if we assess the nominal rate and the 
other 4 states as well). 

If we are to compare the influence of the two institutions, of course the rank changed after 
2000 (and more after 20017 after accession), the EU influence being stronger and on a 

1995 1996 1997 1998 1999 2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016

Bulgaria 0 0 0,8 1,1 0,1 ‐0,5 1,1 ‐1,2 ‐0,4 1,8 1,0 1,8 1,1 1,6 ‐4,1 ‐3,1 ‐2,0 ‐0,3 ‐0,4 ‐5,5 ‐1,6 0,0

Czech Republic ‐12,4 ‐3,0 ‐3,2 ‐4,2 ‐3,1 ‐3,6 ‐5,5 ‐6,4 ‐6,9 ‐2,4 ‐3,0 ‐2,2 ‐0,7 ‐2,0 ‐5,5 ‐4,2 ‐2,7 ‐3,9 ‐1,2 ‐1,9 ‐0,6 0,7

Hungary ‐8,6 ‐4,4 ‐5,5 ‐7,4 ‐5,1 ‐3,0 ‐4,0 ‐8,8 ‐7,1 ‐6,5 ‐7,8 ‐9,3 ‐5,0 ‐3,7 ‐4,5 ‐4,5 ‐5,4 ‐2,4 ‐2,6 ‐2,7 ‐2,0 ‐1,9

Poland ‐4,2 ‐4,5 ‐4,6 ‐4,2 ‐2,2 ‐3,0 ‐4,8 ‐4,8 ‐6,1 ‐5,0 ‐4,0 ‐3,6 ‐1,9 ‐3,6 ‐7,3 ‐7,3 ‐4,8 ‐3,7 ‐4,1 ‐3,6 ‐2,6 ‐2,5

Romania ‐2,0 ‐3,5 ‐4,4 ‐3,2 ‐4,4 ‐4,6 ‐3,4 ‐1,9 ‐1,4 ‐1,1 ‐0,8 ‐2,1 ‐2,8 ‐5,5 ‐9,5 ‐6,9 ‐5,4 ‐3,7 ‐2,1 ‐1,4 ‐0,8 ‐3,0

‐2,0

‐3,5
‐4,4

‐3,2
‐4,4 ‐4,6

‐3,4

‐1,9 ‐1,4 ‐1,1 ‐0,8
‐2,1

‐2,8

‐5,5

‐9,5

‐6,9

‐5,4

‐3,7

‐2,1
‐1,4

‐0,8

‐3,0

-14
-12
-10
-8
-6
-4
-2
0
2
4

Bulgaria Czech Republic Hungary Poland Romania



 Theoretical and Applied Economics. Special Issue 
 

 

146

146

permanent basis (the Maastricht criteria, the Stability and Growth Pact, the European 
Semester) and it will become even greater after adopting the Euro (the Euro Area member 
states have more stringent rules when it comes to fiscal conduct). The IMF direct involvement 
is seen during the programs only. 

Last, but not least, we should mention that Poland, the second after Romania in terms of closeness 
to the 2 institutions (measured in numbers of years covered by programs), had the best economic 
performances: constant increase in its GDP per capita, keeping the public debt relatively constant 
and using the budget deficit to counter balance the crisis effects and reducing it on a more 
moderate path compared to Romania (where we can notice more changes to the trend in all these 
indicators, that indicates the importance of the continuity in implementing policies). 
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Abstract. The stock market of any country indicates the health of a country. It also indicates the 
confidence of the population of the country in its economy. India, being an emerging country, has 
exhibited a substantial rate of growth over past years. One of the parameters that determine the 
growth rate and health of the economy of a nation is its stock market.  
The aim of this research is to find the volatility in the global oil price, its impact on various sectoral 
indices listed on the Indian Stock Exchange. BSE SENSEX and other sectoral Indices listed on the 
Bombay Stock Exchange (BSE) such as BSE Realty, BSE Power, BSE Oil and Gas, BSE Metal, BSE 
Consumer Durables, BSE Capital Goods, BSE BANKEX, BSE AUTO, BSE Utilities, BSE telecom, BSE 
Information Technology, BSE Industrials, BSE Finance, BSE Fast Moving Consumer Goods, BSE 
Energy, BSE Basic Materials are considered to determine the impact of fluctuation of oil price in the 
stocks of various sectors. The index BSE SENSEX has been considered to determine the performance 
of the Indian Equity market with respect to the oil price fluctuations. Log normal of the daily closing 
prices of each of the stock indices and the oil prices have been considered to carry out the research. 
Techniques such as unit root test, Jarque beta test, correlation test, Granger Causality test, Impulse 
response and Vector decomposition test have been applied on the closing prices of indices between 1st 
April, 2010 to 31st December 2017 (1st Financial quarter of the year 2010, in India to the 3rd 
Financial quarter of the year 2017).  
The tests show that the average stock returns for the sectors Auto, Bankex, Basic Materials, Capital 
Goods, Energy, Finance, FMCG, IT, Oil and Gas, Sensex, Industrials is positive whereas for others 
sectors, average return is negative. Although oil is one of the largest consumers of oil in the world, its 
stock market returns does not depend on the fluctuation in the oil prices.  
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1. Introduction 

Oil is the one of the most important sources of energy and contributes to around one-third of 
the global energy consumption. According to BP Statistics 2017, India has become the largest 
contributor to incremental oil consumption surpassing China, increasing by 325 kb/d in the 
year 2016. India was the third largest oil consumer in the world (4.6% of the total), in the year 
2016. 

India is 6thlargest consumer of oil in the world. It has been estimated by BP Statistical Review 
of World Statistics that India’s Oil consumption growth will be the fastest among all the major 
economies by the year 2035. Also, India’s energy demand growth is at 129%, which is much 
higher than the demand growth of any of the BRICS countries. India’s share of global energy 
demand will increase to 9% by the year 2035, says the review. 

Since India imports 76% of its crude oil requirements and most of the industries have crude 
oil as their raw material, there is a direct impact of the oil price variations on the Indian 
Economy. It is found that crude oil prices have a positive impact on inflation (whole sale price 
index) in India (Bhattacharjee, 2013). 

Whenever there is an increase in the global oil prices, it creates a burden on the Indian 
economy as the state exchequer has to pay more for the imports in terms of the dollar. The 
current account deficit (CAD) increases and the exchange rate increases. Indian rupee starts 
depreciating and margins of oil companies start reducing.  

On the other hand, when there is a decrease in the oil prices, the imports become less 
expensive, the current account deficit (CAD) decreases, rupee appreciates and the margins of 
oil and other companies using oil as the raw material increases. Hence, the economy of the 
country improves. 

It is found over the years that variation in the oil prices has an impact on performance of the 
stock markets too. Change in the crude oil price is often considered an important factor for 
understanding the changes in the stock prices. Oil price volatility affects stock markets returns 
or prices through their effect on expected earnings, as concluded by (Jones & Kaul, 1996). 

Over a period of time it has been observed that the variation in oil prices has led to variation 
in prices of the stocks belonging to various sectors. Some of the sectors that get impacted the 
most are refiners and oil marketing companies, upstream oil companies, automobile etc. 
However, gas and oil companies represent only 1.4% of the Indian Stock Market. India being 
an oil importing country, any variation in oil prices causes a change in the stock market 
indices. 

India is an emerging country and any variation in the macroeconomic parameters or the 
markets of the country affect the global economy, directly or indirectly. India is a growing 
economy and a parameter like oil price will definitely have its impact on its growth. 

The economic growth of a country and the returns on investment are the key drivers for the 
investors to invest in a country’s stock market. Volatility of oil prices being a matter of 
concern across the globe from a long period of time, it is essential to study the effect of 
fluctuations in oil prices on the sectoral indices in Indian Stock Markets. This research will 
help investors to get a broad outlook of the dependence of the stock market returns on oil 
prices changes. Further, the correlation between sectoral returns and oil prices will help 
investors take calculated decisions in investing in a particular sector. In order to determine the 
volatility of global oil price, its impact on Indian Stock Market returns and various sectoral 
index returns we would be using the Descriptive Statistics, Jarque-Bera test, Unit root test, 
Granger-Causality test, Impulse Response and Vector decomposition Models techniques. 
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2. Literature review 

Many researchers in the past have tried to find the relationship between changes in oil prices 
and the Indian Stock Markets. The Fluctuations in the oil prices has not impacted the price 
creation process in Indian Stock Markets, says Chittedi. K. R through his research paper. 
(Chittedi, 2012). He also concludes that India’s aggressive growth economy has led the Indian 
stock markets to impact the oil price volatility. India’s economy was strong enough to bear the 
financial recession of 2008 with a minimal slowdown. 

After the 2008 financial crisis, the degree of relationship among various macroeconomic 
variables, crude oil prices and asset prices has become the active topic of economic research 
around the globe. For an oil importing country like India, its GDP growth may depend on the 
oil price fluctuations. The paper by Dr. Bhunia A. (Bhunia, 2012) concludes that the GDP 
growth of Indian Economy is significantly affected by growth rate of stock price indexed by 
GDP, growth rate of oil price indexed by GDP and Exchange Rate. He applied the error 
correction test, co-integration and unit root tests on the data available from August 1991 to 
July 2011 to conclude the same. 

An investment decision of an investor depends on the factors that influence the stock market 
of a country. It was found that the major factors affecting the stock market in India are FII 
(Foreign Institutional Investments), GDP growth, political stability, Inflation and global level 
factors such as oil prices, sub-prime crisis, etc. (Alam, 2016) 

The investor sentiments depend on the performance of the economy of a country. It is 
essential to note the changes in the economic parameters of the country with respect to the 
changes in the oil prices. Considering that oil prices volatility will have an impact on the 
exchange rate in India, Mishra S., Debashish S. S., (Mishra & Debashish, 2016),have 
published a research paper titled Analysis of Volatility Spill over between Oil Price and 
Exchange Rate in India: GARCH Approach. The study reveals that an increase in oil price 
return leads to depreciation of exchange rate of Indian Rupee against U.S Dollar. 

It is found that inflation rate acts as a chief economic variable to be highly influenced by 
changes in crude oil prices. With the fall in the crude oil prices over the last decade, the 
inflation rate also has been on a decline. India being a major oil importing country can reap 
benefits out of the direct relationship between the crude oil prices and the inflation rate in the 
country. The decrease in the inflation rate can lead to increase in the GDP of the country and 
hence the increase the returns from the investments in the country. (Rangan, 2016) 

Another study conducted by Najaf & Najaf (R & K, 2016) using the multiple regression 
method concludes that there exists a positive relationship between crude oil prices and stock 
exchange. Due to the increase in oil prices, the cost of transportation increases, contributing to 
inflation in the country. 

The results related to returns spillover conducted by Kumar Manish (Kumar, 2014) suggest 
that crude oil affects both Nifty and USD/INR exchange rates. The results also show that there 
is no impact of Nifty or USD/INR on crude oil prices in India. But the insignificant long run 
relationship implies that in the Indian Economy, the three variables share no common 
movements and hence, would tend to move apart in the long run. It strongly suggests that the 
absence of co-integration between crude oil, Nifty and USD/INR exchange rates allows the 
investor to consider them to be separate markets to have a diversified portfolio for investment. 

Even though, oil and gas companies constitute only about 1.4% of the entire stock market in 
India, various newspaper articles have reported a negative impact of the rise in the oil prices 
on the stock market indices. One such research paper by Sriram. M (Sriram, 2015) on impulse 
response function indicates that there is a significant and higher response of BSE SENSEX to 
a shock in crude oil price. Also, the short-term causality test conducted between the crude oil 
and BSE SENSEX revealed that there exists a one-way causality from crude oil price to BSE 
SENSEX.  
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Another study conducted by (Maheswaran & Kumar, 2013), using the bivariate generalized 
autoregressive conditional heteroskedascity model suggests that there exists a volatility spill 
over between the crude oil market and Indian Industrial sectors.  

Bandhopadhyay. K, Mondal. D. &Sahu T. N (2013) (Bandhopadhyay, Mondal, & Sahu, 2014) 
conclude that there exists a positive long run relationship between the oil prices and the 
movement of stock market indices, though the prices of crude oil have no significant causal 
effect on the Indian Stock Market. 

Rai&Bairagi (Bairagi & Rai, 2014), mention that there exists a relationship between oil prices 
and BSE Sensex. However, the degree of relationship varies from markets to markets and 
different time periods. 

Dr. Kapil Jain (Jain, 2013), using the correlation and regression analysis on the data from 
2007 to 2013, also conclude that there exists a positive correlation between the crude oil 
prices and the National Stock Exchange (NSE). The author also mentions that the increase in 
crude oil prices in the period has led to the increase in stock exchange index (NIFTY). 

D. Aparna (D, 2013), says that there exists a positive relationship between crude oil and Stock 
Market Indices, when analyzed using bivariate and co-efficient of correlation methods. She 
also concludes that there exists a positive impact on Sensex, Nifty and oil and gas indices with 
the rise in oil prices. 

Among various papers that suggested a positive correlation between the oil prices and stock 
markets, Siddiqui & Seth (Siddiqui & Seth, 2015), using Pearson’s correlation test, suggest 
that, a very weak correlation exists between the stock index and the global oil price changes. 
Also, from the Johansen’s co-integration test, it was found that there is no long-term 
integration between the stock index and the oil series 

While there have been studies conducted on impact of the oil price volatility on Indian stock 
markets and its economic indicators, there have been studies conducted on impact of oil prices 
on stock markets and economic indicators of various other countries. One such study on 15 
OECD countries was conducted by Liao, Chen & Huang (Liao, Cheng, & Huang, 2015) in the 
year 2015, using the Hamilton-Markov switching model and the multifactor market model on 
the data available from the year 1970:Q2 to 2008:Q3. They found that, when the stock market 
is exhibiting a bull trend, a rise in the oil price will not affect stock returns in 15 OECD 
countries, but a reduction in oil price will increase the stock returns in seven OECD countries. 
They concluded that regardless of oil price shocks, long term investors can earn different 
levels of income or returns when the stock market is exhibiting a bull trend.  

The emerging economies, collectively known as Brazil, Russia, India, China and South Africa 
(BRICS), have grown rapidly and contribute to around 22% of the world gross domestic 
product (GDP). However, these 5 countries differ in terms of the oil characteristics. Brazil and 
Russia are one of the largest producers and exporters of oil and have a considerable amount of 
representation by the oil and gas companies on their respective stock exchanges. India and 
China are the largest consumers of oil. Oil and gas companies constitute only about 1.4%, 4% 
and 16% of the entire stock market in India, South Africa and China respectively. With the 
above representations, it was found by Granger Causality test that there exists the causality 
from oil prices to stock markets in Russia and Brazil could be seen in long run (lower 
frequencies). China exhibits medium-term causality, whereas India and South Africa exhibit 
short run causality. (Bouoiyour & Selmi, 2016) 

Sehgal S &Kapur R (Sehgal & Kapur, 2012), in their article, have considered 15 countries in 
their sample for examining the relationship between oil price shocks and stock market 
behavior. They further classified the sample countries into 4 categories based on economic 
strength and oil exporting/importing status. They found that sample countries such as US, 
India, South Korea and Indonesia provide significantly positive returns in response to negative 
oil price shocks.  
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The impact of oil price uncertainty on stock market returns was further studied by Maghyereh 
A. &Amartani B. (Maghyereh & Amartani, 2016) on the ten oil exporting and importing 
countries in Middle East and North African Region (MENA region). They found using the 
GARCH model that, there is a negative and significant relationship between the oil price 
uncertainty and real stock returns in all the countries in the sample. 

The short term and long term linkages between the oil prices and the stock markets in the 
Gold Cost Countries (GCC), which are major energy players in the world, was investigated by 
authors (Arouri, Bellalah, & Nguyen, 2011). They found that a strong positive linkage exists 
between oil price variations and the stock markets in almost all the countries under study. 
There was no linkage observed between the oil price fluctuations and stock markets in long 
term analysis, carried out. 

Similar such study on the frontier markets was conducted by (Gomes & Chaibi, 2014). They 
found that the spill-over effect between the oil price fluctuations and the returns of the frontier 
equity markets is bidirectional. The results were obtained by using the GARCH model on 
stock market data representing 23 frontier equity markets and two broad equity indices (MSCI 
world and MSCI Frontier Markets). This is in contrast with the results obtained with respect to 
the developed countries where the spill-over effect is unidirectional (i.e. from the oil price 
volatility to the stock market returns) 

Further, the impact on the market characteristics due to the oil price volatility was studied in a 
developed market like US (Mohanty, Akhigbe, Al-Khyal, & Bugshan, 2013) . It is observed 
that the Oil and gas firm returns, market betas, return variances and trading volumes respond 
asymmetrically to the changes in the oil prices. Hence, there will be certain sectors which get 
severely impacted by the changes in the oil prices. 

Another such study by Ahmed &Wadud (Wadud & Ahmed, Oil Price Volatility and Sectoral 
Returns uncertainties : Evidence from a Threshold Based Approach For the Australian Equity 
Market, 2017) on one of the largest oil exporting countries like Australia suggests that 
financial and industrial sectors respond faster to the changes in oil prices than other sectors. 
They found a negative relationship between oil return volatility and equity uncertainty for all 
sectors except for consumer discretion and consumer staples sectors. 

On the contrary, Similar study (Wadud & Ahmed, Oil Price Volatility, Investment and 
Sectoral Responses: The Thai Experience, 2016) conducted on oil importing countries such as 
Thailand suggests that oil price volatility has an adverse impact on real investment in the 
country. The study also reveals that, investments in textiles, wood and furniture, and 
machineries and equipment industries falls significantly in response to the increase in oil price 
volatility, in such countries. 

Ramos &Veiga (Ramos & Veiga, 2010) in their study on oil price fluctuations on 
international stock markets, analyzed 43 stock markets from 1988-2009. They found that 
stock markets of developing countries exhibit different behavior when compared to the stock 
markets of emerging countries with respect to the variations in oil prices. The stock markets of 
developing countries soar when oil prices fall, however they do not necessarily rise when oil 
prices fall. Whereas, emerging country markets do not show significant change in returns with 
respect to oil price changes, is what they conclude. 

Objectives of the study are: 
1. To determine the volatility in Oil Prices over a period of 7 years from 2011: to 2017: 
2. To establish a relationship between the oil price variations and the stock markets in India 
3. To examine the impact of oil price volatility on various sectoral indices 
4. To understand the impulse responses in the Indian stock markets with the one standard 

changes in the oil prices. 
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3. Data and methodology 

Data under consideration is the daily closing prices of various stock market indices listed on 
the Bombay Stock Exchange from 1st Indian Financial quarter of the year 2010 (1st April 
2010) to 3rd Indian Financial quarter of the year 2017 (31st December 2017). The reference oil 
prices are the per barrel prices of the West Texas Intermediate (WTI) from 1st April 2010 to 
31st December 2017 (considered to match the Indian Financial quarters). The oil prices in 
USD were converted to INR at the daily USDINR rates mentioned between the same periods. 
A total of 1594 observations have been considered for each of the data under study. The daily 
closing prices have been converted to index return series by using natural logarithm. 

Table 1. The indices considered are: 
BSE Sectors Sample Size 
S&P BSE SENSEX 1594 
S&P BSE AUTO 1594 
S&P BSE BANKEX 1594 
S&P BSE Basic Materials 1594 
S&P BSE Consumer Durables 1594 
S&P BSE Capital Goods 1594 
S&P BSE CPSE 1594 
S&P BSE Energy 1594 
S&P BSE Finance 1594 
S&P BSE Fast Moving Consumer Goods 1594 
S&P BSE Industrials 1594 
S&P BSE Information Technology 1594 
S&P BSE METAL 1594 
S&P BSE OIL&GAS 1594 
S&P BSE POWER 1594 
S&P BSE PSU 1594 
S&P BSE REALTY 1594 
S&P BSE UTILITIES 1594 
S&P BSE Telecom 1594 

S&P BSE SENSEX measures the overall performance of the stock exchange. Other indices 
are the sectoral indices. They measure the performance of the companies under particular 
sectors 

Descriptive Statistics, Jarque-Bera test, Unit root test, Granger-Causality test, Impulse 
Response and Vector decomposition Models have been used to understand the impact of 
Indian oil price volatility on the Bombay Stock Exchange (BSE) indices such as, Industrials, 
IT, Metals, O&G, Power, PSU, Realty, Auto, Bankex, Basic Materials, Energy, Capital 
Goods, Consumer Durables, CPSE, Finance, FMCG, Sensex, Telecom, and Utilities returns. 

 

4. Findings 

4.1. Volatility fluctuation 

Figure 1 
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Figure 1 explains that the volatility of the sectoral indices Metals, Oil and Gas, Private sectors, 
Auto, Banking, Capital Goods, Consumer Durables and Sensex have the high volatility with 
respect to Indian oil price volatility. The other markets have the low returns as compared to 
Indian oil price stock market. 

4.2. Descriptive statistics 

Table 2. Descriptive statistics 

 

Finance

Oil
price(INR)
per Barrel

FMCG

Oil
price(INR)
per Barrel

Sensex

Oil
price(INR)
per Barrel

Telecom

Oil
price(INR)
per Barrel

Utilities

Oil
price(INR)
per Barrel

AUTO BANKEX BASIC_MATERIALS CAPITAL_GOODS CONSUMER_DURABLES CPSE ENERGY FINANCE FMCG

 Mean 0.060065 0.042427 0.004176 0.060408 ‐0.000994 ‐0.01 0.0045 0.04164 0.065975

 Median 0.090918 0.02549 0.032059 0.102479 ‐0.011889 0.028 ‐0.0278 0.048306 0.108458

 Maximum 5.886802 8.896773 4.930392 7.35419 8.417398 3.838 5.46373 7.233316 5.167169

 Minimum ‐7.46232 ‐7.24471 ‐7.865146 ‐8.756482 ‐7.349534 ‐7.72 ‐8.6108 ‐7.07597 ‐6.08834

 Std. Dev. 1.290409 1.55049 1.387174 1.503803 1.56689 1.089 1.30499 1.417701 1.07723

 Skewness ‐0.09501 0.065383 ‐0.305724 ‐0.248836 0.026636 ‐0.44 ‐0.2091 ‐0.08998 ‐0.22015

 Kurtosis 4.645934 4.62256 4.185671 6.159815 4.701042 5.41 4.61418 4.467036 5.446645

 Jarque‐Bera 182.3275 175.9909 118.2007 679.5826 192.368 436.5 184.667 145.0924 410.4504

 Probability 0 0 0 0 0 0 0 0 0

 Sum 95.74345 67.62943 6.655799 96.29088 ‐1.584862 ‐18.7 7.17991 66.37383 105.164

 Sum Sq. Dev. 2652.593 3829.605 3065.335 3602.447 3911.044 1888 2712.89 3201.733 1848.555

 Observations 1594 1594 1594 1594 1594 1594 1594 1594 1594
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From the Table 2, we can observe that the average stock returns for the sectors Auto, Bankex, 
Basic Materials, Capital Goods, Energy, Finance, FMCG, IT, Oil and Gas, Sensex, Industrials 
is positive whereas for others sectors, average return is negative. Average return is maximum 
for the sectors, Auto, Capital Goods and FMCG. The returns of the sector Realty has the 
maximum standard deviation i.e. 2.177 and the sector Sensex has the minimum standard 
deviation i.e. 1.05. Jarque-Bera test is being conducted to check if the data taken is normally 
distributed. It explains that all the return series are not normally distributed as specified the 
probability of Jarque-Bera test 

4.3. Unit root test 

Table 3. Unit root test of Stationary by ADF test Statistics 

 

In this test, we check if the series data is stationary or non-stationary using the Augmented-
Dickey Fuller (ADF test). The test is applied to each of the data under study using the 
hypothesis: 

H0: Series is not stationary 

H1: Series is stationary 

From the table 3, we find that each of the data series (19 stock indices and the oil prices data 
series) considered have a unit root at first difference at 1% significance level. This implies that 

IT METAL Oil and Gas OIL_PRICE POWER PSU REALTY SENSEX TELECOM UTILITIES INDUSTRIALS

 Mean 0.01774 ‐0.035 0.009212 ‐0.019896 ‐0.02781 ‐0.012 ‐0.0602 0.0255 ‐0.00273 ‐0.01501 0.038093

 Median 0.08938 ‐7E‐04 ‐0.011726 ‐0.029114 0.028207 0.0063 0.01486 0.0265 ‐0.06684 0.00554 0.032031

 Maximum 5.60124 7.9055 5.124823 12.1841 9.667595 8.6188 7.68839 3.7034 7.089826 8.18429 8.928543

 Minimum ‐8.0137 ‐7.455 ‐9.655576 ‐11.13384 ‐8.46592 ‐8.196 ‐11.573 ‐6.1197 ‐6.72948 ‐8.11339 ‐11.75858

 Std. Dev. 1.36206 1.707 1.31947 2.241338 1.348462 1.244 2.17721 1.0517 1.668251 1.24797 1.342552

 Skewness ‐0.2079 0.06 ‐0.251348 0.237998 ‐0.30214 ‐0.12 ‐0.2906 ‐0.1429 0.160485 ‐0.33631 ‐0.620911

 Kurtosis 4.29056 4.101 5.190755 6.061827 6.472933 6.2032 4.56266 4.3633 4.2653 6.11971 10.79039

 Jarque‐Bera 122.103 81.466 335.5443 637.6899 825.3208 685.31 184.621 128.87 113.1744 676.452 4133.258

 Probability 0 0 0 0 0 0 0 0 0 0 0

 Sum 28.2752 ‐55.31 14.68354 ‐31.7145 ‐44.3207 ‐18.41 ‐95.984 40.626 ‐4.35181 ‐23.9304 60.71965

 Sum Sq. Dev. 2955.34 4641.6 2773.417 8002.591 2896.632 2465.3 7551.2 1762.1 4433.419 2480.99 2871.298

 Observations 1594 1594 1594 1594 1594 1594 1594 1594 1594 1594 1594

p

Lag Length ADF Statistics p‐value Lag Length ADF Statistics p‐value

Oil price per barrel 1 ‐1.698743 0.7518 0 ‐48.36583 0

S&P BSE SENSEX 1 ‐2.344995 0.4087 0 ‐40.25382 0

S&P BSE AUTO 1 0.242995 0.9752 0 ‐39.60171 0

S&P BSE BANKEX 1 ‐0.002706 0.9572 0 ‐40.11431 0

S&P BSE Basic Materials 1 0.765305 0.9935 0 ‐39.10073 0

S&P BSE Consumer Durables 0 2.779294 1 0 ‐42.21315 0

S&P BSE Capital Goods 1 ‐0.979308 0.7625 0 ‐38.28711 0

S&P BSE CPSE 1 ‐1.816461 0.3727 0 ‐35.96581 0

S&P BSE Energy 0 0.465258 0.9855 0 ‐41.48461 0

S&P BSE Finance 1 0.337704 0.9802 0 ‐41.48461 0

S&P BSE Fast Moving Consumer Goods 0 ‐0.478355 0.8929 0 ‐41.62941 0

S&P BSE Industrials 1 ‐0.294883 0.9232 0 ‐38.17122 0

S&P BSE Information Technology 0 ‐1.016781 0.7493 0 ‐41.29138 0

S&P BSE METAL 0 ‐1.239153 0.9013 0 ‐40.78153 0

S&P BSE OIL&GAS 0 ‐0.902213 0.9542 0 ‐41.59238 0

S&P BSE POWER 1 ‐1.849515 0.6801 0 ‐40.04271 0

S&P BSE PSU 1 ‐1.685257 0.7577 0 ‐38.17517 0

S&P BSE REALTY 1 ‐1.497276 0.8306 0 ‐39.2633 0

S&P BSE UTILITIES 0 ‐1.094007 0.9284 0 ‐40.93655 0

S&P BSE Telecom 0 ‐2.761648 0.2119 0 ‐42.76758 0

At Zero label At first order difference

Items
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 Null Hypothesis: Obs F‐Statistic Prob. 

 OIL_PRICES does not Granger Cause AUTO 1849 0.13925 0.87

 AUTO does not Granger Cause OIL_PRICES 2.52408 0.0804

 OIL_PRICES does not Granger Cause BANK 1849 0.62132 0.5373

 BANK does not Granger Cause OIL_PRICES 1.18859 0.3049

 OIL_PRICES does not Granger Cause BM 1849 0.7343 0.48

 BM does not Granger Cause OIL_PRICES 3.51446 0.03

 OIL_PRICES does not Granger Cause CD 1849 0.393 0.6751

 CD does not Granger Cause OIL_PRICES 0.23076 0.794

 OIL_PRICES does not Granger Cause CG 1849 0.1567 0.855

 CG does not Granger Cause OIL_PRICES 2.36341 0.0944

 OIL_PRICES does not Granger Cause CPSE 1592 1.28411 0.2772

 CPSE does not Granger Cause OIL_PRICES 0.49562 0.6093

 OIL_PRICES does not Granger Cause ENERGY 1849 0.41053 0.6634

 ENERGY does not Granger Cause OIL_PRICES 1.16446 0.3123

 OIL_PRICES does not Granger Cause FIN 1849 0.34673 0.707

 FIN does not Granger Cause OIL_PRICES 1.13874 0.3204

 OIL_PRICES does not Granger Cause FMCG 1849 0.12088 0.8862

 FMCG does not Granger Cause OIL_PRICES 1.50942 0.2213

 OIL_PRICES does not Granger Cause LNDUS 1917 0.51542 0.5973

 LNDUS does not Granger Cause OIL_PRICES 3.95986 0.0192

 OIL_PRICES does not Granger Cause METALS 1849 0.47197 0.6238

 METALS does not Granger Cause OIL_PRICES 2.3918 0.0917

 OIL_PRICES does not Granger Cause O_G 1849 0.63474 0.5302

 O_G does not Granger Cause OIL_PRICES 0.76296 0.4664

 POWER does not Granger Cause OIL_PRICES 1849 1.10801 0.3304

 OIL_PRICES does not Granger Cause POWER 1.66588 0.1893

 PSU does not Granger Cause OIL_PRICES 1831 0.89427 0.4091

 OIL_PRICES does not Granger Cause PSU 0.46868 0.6259

 REALTY does not Granger Cause OIL_PRICES 1849 2.39102 0.0918

 OIL_PRICES does not Granger Cause REALTY 1.02418 0.3593

 SENSEX does not Granger Cause OIL_PRICES 1849 2.43916 0.0875

 OIL_PRICES does not Granger Cause SENSEX 0.16825 0.8452

 TELE does not Granger Cause OIL_PRICES 1849 0.92226 0.3978

 OIL_PRICES does not Granger Cause TELE 2.40297 0.0907

 UTIL does not Granger Cause OIL_PRICES 1849 1.63712 0.1948

 OIL_PRICES does not Granger Cause UTIL 2.10739 0.1218

g y

the null hypothesis for the presence of unit root or the series to be stationary cannot be 
rejected at 1% significance level.  

4.4: Granger-causality test 

Table 4. Granger Causality test results 
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The Granger causality test is conducted to find if change in one variable causes the change in 
another over a long term. The hypothesis for the same is as follows 

H0: There is no causality between the sample series 

H1: There exists causality between the sample series 

The results of the Granger Causality test can be found in table 4. From the table we can infer 
that the null hypothesis does not get rejected at 5% significance level. However, there is a 
causality observed from Basic materials index and Industrials index to oil prices, at 5% 
significance level. 

At 10% significance level, the null hypothesis for causality test between Telecom index and 
oil prices gets rejected. The indices- Sensex, Realty, Capital Goods, Metals and Auto show 
causality in the opposite direction, as assumed. 

4.5. Impulse response 

Figure 2 

 

 

 

0.0

0.5

1.0

1.5

2.0

1 2 3 4 5 6 7 8 9 10

Response of OIL_PRICES_LN to AUTO_LN

-0.4

0.0

0.4

0.8

1.2

1.6

1 2 3 4 5 6 7 8 9 10

Response of BANK_LN to OIL_PRICES_LN

-0.4

0.0

0.4

0.8

1.2

1.6

1 2 3 4 5 6 7 8 9 10

Response of BM_LN to OIL_PRICES_LN

0.0

0.5

1.0

1.5

2.0

1 2 3 4 5 6 7 8 9 10

Response of OIL_PRICES_LN to CD_LN

-0.4

0.0

0.4

0.8

1.2

1.6

1 2 3 4 5 6 7 8 9 10

Response of CG_LN to OIL_PRICES_LN

-0.2

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1 2 3 4 5 6 7 8 9 10

Response of CPSE_LN to OIL_PRICES_LN



 Theoretical and Applied Economics. Special Issue 
 

 

158

158

 

 

 

 

 

0.0

0.5

1.0

1.5

2.0

1 2 3 4 5 6 7 8 9 10

Response of OIL_PRICES_LN to ENERGY_LN

-0.4

0.0

0.4

0.8

1.2

1.6

1 2 3 4 5 6 7 8 9 10

Response of FIN_LN to OIL_PRICES_LN

-0.2

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1 2 3 4 5 6 7 8 9 10

Response of FMCG_LN to OIL_PRICES_LN

-0.4

0.0

0.4

0.8

1.2

1.6

1 2 3 4 5 6 7 8 9 10

Response of IT_LN to OIL_PRICES_LN

-0.4

0.0

0.4

0.8

1.2

1.6

1 2 3 4 5 6 7 8 9 10

Response of LNDUS_LN to OIL_PRICES_LN

0.0

0.5

1.0

1.5

2.0

1 2 3 4 5 6 7 8 9 10

Response of OIL_PRICES_LN to METALS_LN

0.0

0.5

1.0

1.5

2.0

1 2 3 4 5 6 7 8 9 10

Response of OIL_PRICES_LN to O_G_LN

-0.4

0.0

0.4

0.8

1.2

1.6

1 2 3 4 5 6 7 8 9 10

Response of POWER_LN to OIL_PRICES_LN

-0.4

0.0

0.4

0.8

1.2

1.6

1 2 3 4 5 6 7 8 9 10

Response of PSU_LN to OIL_PRICES_LN

-0.5

0.0

0.5

1.0

1.5

2.0

2.5

1 2 3 4 5 6 7 8 9 10

Response of REALTY_LN to OIL_PRICES_LN



Determinants of fiscal discipline in Romania – the IMF and the EU 
 

 

159

159

 

 

The impulse- response function for the VAR analysis acts out the transmission of a shock to 
one variable in the structure on the conditional prediction of another variable. We had used the 
IRF analysis to understand the effects of Indian oil price volatility on the Sectorial Indices 
listed on the Bombay Stock Exchange (BSE) such as, Industrials, IT, Metals, O&G, Power, 
PSU, Realty, Auto, Bankex, Basic Materials, Energy, Capital Goods, Consumer Durables, 
CPSE, Finance, FMCG, Sensex, Telecom, and Utilities returns. Figure 2 represents the 
impulse response graphs of real stock returns of evolving from a one standard deviation shock 
of the Indian oil price volatility and stock returns of Sectorial Indices listed on the Bombay 
Stock Exchange (BSE). The Blue solid line explains the average future shock and the dotted 
lines are the upper and lower confidence limits in the IRF graph. If upper and lower 
confidence lines have the same sign, responses are statistically significant at 5% level.  A one 
standard deviation blow to Indian oil price volatility transmitted positive response for 2 days 
periods in BSE Metals, 4 days periods in Banking sector and Central Public sector (CPSE), 3 
days periods in Auto sector and 2 to 4 days periods in Utilities sector stock market returns. A 
one standard deviation blow to Indian oil price volatility transmitted negative response for 1 
day period in Capital Goods, 3 days periods for Telecom and PSU sectors, and 3 to 4 days 
periods in Metals, Auto and Energy sectors stock market returns. There is no impact on the 
Industrial, IT, Oil and Gas, Realty, Consumer durables, Finance, FMCG, and Sensex sectors 
of the one standard deviation blow to Indian oil price volatility.  

4.6. Vector decomposition 

Table 5 
 Period S.E. AUTO_LN BANK_LN BM_LN CD_LN CG_LN CPSE_LN ENERGY_LN FMCG_LN FIN_LN 
 1  2.231330  0.025176  0.041226  0.078518  0.266691  0.086928  0.207488  0.002121  0.081915  0.161584 
   (0.10608)  (0.10248)  (0.16236)  (0.25837)  (0.16851)  (0.20649)  (0.11955)  (0.15758)  (0.19357) 
 2  2.259352  0.250656  0.050046  0.102963  0.282205  0.085512  0.245350  0.005756  0.161232  0.161703 
   (0.31084)  (0.12999)  (0.17906)  (0.24849)  (0.18641)  (0.24320)  (0.15052)  (0.25914)  (0.21608) 
 3  2.270011  0.330960  0.073081  0.279782  0.284435  0.096087  0.243508  0.007422  0.161774  0.166182 
   (0.34334)  (0.16334)  (0.23114)  (0.26840)  (0.20930)  (0.25829)  (0.16652)  (0.25948)  (0.23037) 
 4  2.270659  0.332407  0.083871  0.281201  0.288456  0.096150  0.249477  0.009339  0.162235  0.166406 
   (0.34397)  (0.16226)  (0.23174)  (0.27285)  (0.20998)  (0.25842)  (0.16698)  (0.25866)  (0.22936) 
 5  2.270820  0.332635  0.083865  0.281249  0.291541  0.096138  0.249843  0.009578  0.162929  0.166385 
   (0.34430)  (0.16316)  (0.23256)  (0.27442)  (0.20988)  (0.25836)  (0.16651)  (0.25843)  (0.22954) 
 6  2.270831  0.332637  0.083925  0.281248  0.291628  0.096192  0.249961  0.009764  0.162973  0.166414 
   (0.34431)  (0.16314)  (0.23266)  (0.27442)  (0.20991)  (0.25835)  (0.16651)  (0.25843)  (0.22957) 
 7  2.270833  0.332663  0.083938  0.281247  0.291639  0.096206  0.249960  0.009769  0.162996  0.166419 
   (0.34431)  (0.16313)  (0.23268)  (0.27439)  (0.20994)  (0.25836)  (0.16653)  (0.25843)  (0.22958) 
 8  2.270834  0.332667  0.083940  0.281247  0.291640  0.096206  0.249961  0.009773  0.162996  0.166421 
   (0.34431)  (0.16313)  (0.23268)  (0.27439)  (0.20994)  (0.25836)  (0.16652)  (0.25843)  (0.22958) 
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 Period S.E. AUTO_LN BANK_LN BM_LN CD_LN CG_LN CPSE_LN ENERGY_LN FMCG_LN FIN_LN 
 9  2.270834  0.332668  0.083940  0.281248  0.291640  0.096206  0.249961  0.009774  0.162996  0.166421 
   (0.34431)  (0.16313)  (0.23268)  (0.27439)  (0.20994)  (0.25836)  (0.16652)  (0.25843)  (0.22959) 
 10  2.270834  0.332668  0.083940  0.281248  0.291640  0.096206  0.249961  0.009774  0.162996  0.166421 
   (0.34431)  (0.16313)  (0.23268)  (0.27439)  (0.20994)  (0.25836)  (0.16652)  (0.25843)  (0.22959) 
 11  2.270834  0.332668  0.083940  0.281248  0.291640  0.096206  0.249961  0.009774  0.162996  0.166421 
   (0.34431)  (0.16313)  (0.23268)  (0.27439)  (0.20994)  (0.25836)  (0.16652)  (0.25843)  (0.22959) 
 12  2.270834  0.332668  0.083940  0.281248  0.291640  0.096206  0.249961  0.009774  0.162996  0.166421 
   (0.34431)  (0.16313)  (0.23268)  (0.27439)  (0.20994)  (0.25836)  (0.16652)  (0.25843)  (0.22959) 

 
IT_LN INDUS_LN METALS_LN O_G_LN OIL_PRICES_LN POWER_LN PSU_LN REALTY_LN SENSEX_LN TELE_LN UTIL_LN 
 0.205456  0.033280  0.210808  0.007491  98.59132  0.000000  0.000000  0.000000  0.000000  0.000000  0.000000 
 (0.24559)  (0.15501)  (0.22564)  (0.10123)  (0.58056)  (0.00000)  (0.00000)  (0.00000)  (0.00000)  (0.00000)  (0.00000) 
 0.256932  0.627931  0.205854  0.007328  97.27825  0.023044  0.054391  0.070586  0.129258  1.77E-06  0.001001 
 (0.25165)  (0.40350)  (0.22186)  (0.16604)  (0.86162)  (0.14519)  (0.13028)  (0.11318)  (0.20111)  (0.08129)  (0.07781) 
 0.448760  0.631129  0.220291  0.084910  96.36835  0.042483  0.126887  0.103347  0.218429  0.009618  0.102566 
 (0.32816)  (0.41988)  (0.24077)  (0.20288)  (1.01113)  (0.18132)  (0.22827)  (0.17126)  (0.25948)  (0.11994)  (0.19246) 
 0.449520  0.631144  0.220878  0.089414  96.31333  0.042759  0.126831  0.124422  0.218929  0.009684  0.103547 
 (0.32760)  (0.41994)  (0.24292)  (0.20665)  (1.03841)  (0.18199)  (0.22847)  (0.17760)  (0.25997)  (0.12093)  (0.19804) 
 0.449488  0.631076  0.222000  0.089650  96.29983  0.043443  0.126913  0.126228  0.221264  0.011412  0.104534 
 (0.32772)  (0.41979)  (0.24261)  (0.20674)  (1.04701)  (0.18103)  (0.22809)  (0.17750)  (0.26029)  (0.12119)  (0.19798) 
 0.449534  0.631164  0.222032  0.089650  96.29893  0.043501  0.126913  0.126235  0.221268  0.011495  0.104536 
 (0.32772)  (0.41975)  (0.24256)  (0.20674)  (1.04790)  (0.18099)  (0.22814)  (0.17763)  (0.26031)  (0.12128)  (0.19797) 
 0.449537  0.631174  0.222045  0.089651  96.29871  0.043506  0.126920  0.126235  0.221277  0.011574  0.104537 
 (0.32774)  (0.41974)  (0.24256)  (0.20673)  (1.04823)  (0.18100)  (0.22815)  (0.17764)  (0.26031)  (0.12129)  (0.19796) 
 0.449537  0.631173  0.222045  0.089651  96.29868  0.043510  0.126921  0.126237  0.221277  0.011575  0.104539 
 (0.32774)  (0.41973)  (0.24256)  (0.20673)  (1.04827)  (0.18100)  (0.22815)  (0.17763)  (0.26031)  (0.12128)  (0.19796) 
 0.449538  0.631174  0.222045  0.089651  96.29868  0.043510  0.126921  0.126238  0.221277  0.011575  0.104539 
 (0.32774)  (0.41973)  (0.24256)  (0.20673)  (1.04828)  (0.18100)  (0.22815)  (0.17763)  (0.26031)  (0.12128)  (0.19796) 
 0.449538  0.631174  0.222045  0.089651  96.29868  0.043510  0.126921  0.126238  0.221277  0.011575  0.104539 
 (0.32774)  (0.41973)  (0.24256)  (0.20673)  (1.04829)  (0.18100)  (0.22815)  (0.17763)  (0.26031)  (0.12128)  (0.19796) 
 0.449538  0.631174  0.222045  0.089651  96.29868  0.043510  0.126921  0.126238  0.221277  0.011575  0.104539 
 (0.32774)  (0.41973)  (0.24256)  (0.20673)  (1.04829)  (0.18100)  (0.22815)  (0.17763)  (0.26031)  (0.12128)  (0.19796) 
 0.449538  0.631174  0.222045  0.089651  96.29868  0.043510  0.126921  0.126238  0.221277  0.011575  0.104539 
 (0.32774)  (0.41973)  (0.24256)  (0.20673)  (1.04829)  (0.18100)  (0.22815)  (0.17763)  (0.26031)  (0.12128)  (0.19796) 

Variance decomposition splits the variation in Indian oil prices with respect to the Sectorial 
Indices listed on the Bombay Stock Exchange (BSE) such as, Industrials, IT, Metals, O&G, 
Power, PSU, Realty, Auto, Bankex, Basic Materials, Energy, Capital Goods, Consumer 
Durables, CPSE, Finance, FMCG, Sensex, Telecom, and Utilities into the constituent shocks 
to the VAR. The variance decomposition specifies the extent of facts each variable adds to the 
other variables in the auto regression. Table 5 gives the information about the vector 
decomposition of Indian oil prices with respect to the Sectorial Indices listed on the Bombay 
Stock Exchange (BSE). Indian oil price indices represent the 33% variation in automobile 
sector for the short-term period (period 3) as well as long term period (period 12). Banking 
sector is not affected much with the Indian oil price volatility.  Indian oil price volatility 
shows the high variation in the sectors Industrials, IT, Metals, Basic Materials, Capital Goods, 
CPSE, and Sensex. Indian Oil price indices signifies the 62% (for period 3) to 63% (for period 
12) variation in the Industrials sector, 44% (for period 3 to period 12) shocks in the IT sector, 
22% (for period 3 to period 12) variation in the Metals sector, 27% (for period 3) to 28% (for 
period 12) variation in the Basic Materials sector, 28% (for period 3) to 29% (for period 12) 
variation in the Capital Goods sector, 24 % ( for period 3 to period 12) variation in the Central 
public Sector, 16 % ( for period 3 to period 12) variation in Finance and FMCG sectors, 10 % 
( for period 3 to period 12) variation in Utilities Sector,  and .96% (for period 3) to 1.1% (for 
period 12) variation in the Telecom sector. INDIA oil prices shows the significant variation in 
the Sectorial Indices listed on the Bombay Stock Exchange (BSE) in both short and long run 
shocks. Maximum variation occurs in Industrials market whereas minimum is in Telecom 
industries and Energy sectors with respect to Indian oil prices volatility.  
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5. Conclusion 

India is one of the largest importers of Oil in India. It is also estimated that India will be the 
largest consumer of oil in the world by the year 2035. Despite India being Oil-Importing 
nation, it has been observed its stock market returns are not much more influenced by the oil 
price changes.  

From the analysis carried out we find that there is a lot of volatility seen in the oil prices from 
the year 2010 to the year 2017. The Jarque-Bera test shows that the series are not normally 
distributed. However, the Indian stock market has not been impacted by the changes in the oil 
price to a large extent. The unit root test justifies that the series are stationary at first 
difference. The coefficient of correlation shows a negative weak correlation between the oil 
prices and the stock market indices listed on BSE, indicating that change in oil price impacts 
the stock market returns to a very low extent. Hence, indicating that there exists a relationship 
between oil prices and stock market indices.  

The granger causality test indicates that oil price changes do not cause any impact on the stock 
market returns, over a long run. But the reverse has been seen for few of the indices like 
INDUSTRIALS, METALS, CAPITAL GOODS, REALTY, SENSEX and AUTO. This result 
is in line with the research conducted by (Bandhopadhyay, Mondal, & Sahu, 2014), (Chittedi, 
2012) and (Siddiqui & Seth, 2015) 

A one standard deviation blow to Indian oil price volatility transmitted positive response for 2 
days periods in BSE Metals, 4 days periods in Banking sector and Central Public sector 
(CPSE), 3 days periods in Auto sector and 2 to 4 days periods in Utilities sector stock market 
returns. A one standard deviation blow to Indian oil price volatility transmitted negative 
response for 1 day period in Capital Goods, 3 days periods for Telecom and PSU sectors, and 
3 to 4 days periods in Metals, Auto and Energy sectors stock market returns. 

Maximum variation occurs in Industrials market whereas minimum is in Telecom industries 
and Energy sectors with respect to Indian oil prices volatility.  

The findings of this paper are contradictory to the findings in papers by (R & K, 2016), (D, 
2013) and (Sriram, 2015). 

Hence, the above results show that the Indian Stock Markets are not impacted by the oil price 
changes largely. Stock markets in India are largely driven by positive or negative sentiments 
created by other factors such as Governance, politics, fiscal policies, monetary policies, 
elections and other socio-economic factors. But the increase or decrease in the stock market 
returns due to decrease or increase in oil prices respectively, is less in India. 

The findings could be used by investors to understand the dependency of stock market on oil 
prices. Investors can take wiser decisions to invest in companies that might get impacted by 
oil price changes. Since, Indian stock markets are not so dependent on oil price changes, 
investors can take into consideration other factors that impact the stock market returns. 
Students can refer to this paper to understand the dependence of stock market returns on oil 
prices and apply other techniques to find the dependency. They can also study other factors 
that impact the stock market returns in India. 

The limitations of this study are that it does not take into consideration, other factors that must 
have caused the changes in the stock market indices such as election results, fiscal measures, 
other policies implemented, GDP growth, etc. which includes other socio-economic factors. 
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Abstract. The purpose of this paper is to analyze the impact of the accession of our country to the EU 
based on the economy. The economic indicators analyzed are gross domestic product, budget deficit, 
government debt, government spending, government revenue, export and import. The analysis involves 
creating a multifactorial regression model with a dependent variable (gross domestic product) and as 
independent variables all other sets of data. Also, Granger's causality will be used to study the 
relationship between variables.   The model results indicate a direct relationship between gross 
domestic product and the share of government budget deficits, the import on the gross domestic 
product, and an inversely relationship between gross domestic product and the shares of government 
debt, Government revenues and exports in the gross domestic product.  
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Introduction 

Romania's accession to the European Union was a long-awaited moment. In order to be a full 
member of the EU, our country had to respect a number of conditions and criteria for 
convergence with the European Union. The moment of accession, 1 January 2007, was an 
important step for Romania towards the developed countries. 

The present paper aims to analyze the evolution of some indicators during the 10 years period 
since EU accession. The aim of the paper is to highlight the impact of budget deficit, public 
debt, government spending, government revenue, import and export on economic growth. At 
the same time, the causal relationship between the studied indicators is followed. 

The paper contains a brief synthesis of the literature, the evolution of time series compared 
with the UE 28 average, Granger causality testing, the creation of the multifactorial regression 
model. 

 

Literature review 

There are numerous studies on the relationship between economic growth and budget deficits, 
public debt, government spending, government revenues, exports and imports. Below, are 
described some of these models, and some are synthesized in the table in this section. 

Alberto Alesina and Silvia Ardagna (2010), using data from 1970 to 2007 for OECD countries 
are studying the effects of fiscal stimuli and fiscal adjustments effects using a simple 
regression. According to this study, tax cuts can increase the economic growth more than 
spending increases. At the same time, spending cuts, without tax increases, can reduce deficits 
and public debt. At the same time, spending cuts, without tax increases, can reduce the deficits 
and public debt. 

Cristina Chercherita and Philipp Rother (2010) are conducting a study analyzing the impact of 
government debt on the euro area’s economic growth. Using data between 1970 and 2011, a 
non-linear public debt impact on GDP growth per capita is obtained. Thus, long-term public 
debt growth is associated with lower economic growth rates. 

Zuzana Szkorupova (2014) conducted a study analyzing the relationship between foreign 
direct investment, economic growth and exports to Slovakia. The data used are quarterly, 
between 2001 and 2010. The econometric method used is data co-integration and Vector error 
correction (VEC). The result of the analysis indicates a long-term positive relationship 
between the three variables. One of the test's conclusions is that export encourages economic 
growth. 

Table 1. Empirical Studies 
Autor Aim of study Econometric 

Methods 
Results Year 

John A. Karikari 
 

Role of government in 
economic growth 

Regression time 
series 

Negative relationship between revenue, 
spending and economic growth 

1995 
 

Francisco F. Riberio 
Ramos 

Relationship between 
exports, imports and 
economic growth 

Granger Causality It doesn’t exist unidirectional causality 
between the variables considered 

2001 

Alexander Quaicoe, 
Anthony Q.Q. Aboagye, 
Godfred A, Bopkin 

Impact of free zone exports 
and investements on 
economic growth 

Vector error 
correction model 

Significant negative relationship 2007 

Nikolaos Dritsakis Relationship between 
exports and economic 
growth 

Error correction 
model, Granger 
Causality 

Causal effect on the development process 
for EU and USA and no causal relation-
ship between the e variables for Japan 

2007 
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Methodology of research 

In order to study the economic situation of our country during 2007 and 2017, I used quarterly 
data, between the first quarter of 2007 and the second quarter of 2017. The data were taken 
from Eurostat. The selected data series are: gross domestic product main components-chain 
linked volumes, percentage change compared to same period in previous year, budget deficit, 
government debt, government expenditures, government revenues, exports of goods and 
services, imports of goods and services. These series of data are represented by their weight in 
gross domestic product. Data was processed using Eviews and Excel. 

Starting from the analysis of the evolutions of these indicators, it was created a multifactorial 
regression model that has a dependent variable as the gross domestic product and as 
independent variables all other variables. The purpose of this model is to highlight the 
relationship between these indicators in Romania, during the studied period. 

The stages of this study include: data processing, data analysis, testing the stationarity of data 
series, creating the correlation matrix, descriptive statistics of the data series, testing Granger 
Causality, creating the regression model, testing the model’s validity and interpretation of 
results. 

 

Data series analysis 

Romania's accession to the European Union has been an important step in the history of our 
country. This stage was preceded by a long pre-accession process. Both, in the period before 1 
January 2007 and in the years to come, our country had to respect the values of 
macroeconomic indicators imposed by the European Union.  

The analysis of the data series was done by graphical representation of the evolution of the 
seven indicators analyzed.  

About the gross domestic product data series, it can be said that it had an upward trend until 
the second quarter of 2008 when it also registered the maximum value for the studied 

Period, of 10.7%. In the following period, decreases were recorded to the minimum of the 
survey period -8.3%, in the second quarter of 2009. After this period, the trend was generally 
increasing. 

 The increasing trend of gross domestic product in the first part of the study period, can be 
justified by increased consumption and foreign investment as a result of joining the European 
Union. The minimum values of the studied period are due to the global economic situation, 
the economic crisis and the economic imbalances that have affected the economy of our 
country. The decrease in private consumption and investment have reduced the gross domestic 
product. Over time, gross domestic product has not experienced any significant drops or 
increases compared to the minimum and maximum values. In the last part of the survey 
period, gross domestic product reaches 6.1% in the second quarter of 2017, a growth 
generated, primarily, by population consumption.  
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Chart 1. The evolution of Gross Domestic Product in Romania between 2007 and 2017 

 
Source: author’s processing 

Regarding the budget deficit, we can see that the extreme values are -11.1% recorded in the 
fourth quarter of 2008 and 2.1% in the third quarter of 2014. Since 2001, Romania has met the 
criterion referring to the budget deficit of 3% from gross domestic product. With the start of 
the economic crisis in 2008, this is changing. Romania exceeds the limit by 2 percentage 
points. In 2009, the budget deficit is rising even more, and in 2010 the recovery measures 
begin: the wages of the budgetary employees are cut by 25%, the increase of the VAT to 24%. 
Starting with 2013, Romania reaches the budget deficit below 3%, and in the following 
periods it remained below this limit. 

The chart below also shows the EU-28 budget deficit in order to highlight the high levels in 
our country compared to the European average of the same period. 

Chart 2. The evolution of the budget deficit in GDP in Romania and the EU 28 

 
Source: author’s processing 

The public debt of our country varied throughout the studied period. Values were below 60% 
of gross domestic product. The minimum figure was recorded in the third quarter of 2008 
(11.3%), and the highest of 39.4% was recorded in the fourth quarter of 2014. Even if the 60% 
from gross domestic product has not been reached or exceeded, the upward trend of these data 
series and the rhythm of growth remain worrying. Compared to the EU-28 average (77.1%), 
we are close to half (29.5%), but efforts should be made to reduce this indicator, which at the 
end of the studied period reached 37.2%, meaning three times higher than the beginning of the 
period. 
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Chart 3. The evolution of the government debt ratio in GDP over the period 2007-2017 

 
Source: author’s processing 

As can be seen in the figure below, government expenditures have almost exceeded the level 
of government revenue over the surveyed period. This was also observed in the data series of 
the budget deficit figures. The highest amount of government spending was recorded in the 
first quarter of 2009 (49.60%) and the minimum value, 29.4%, was recorded in the third 
quarter of 2016. For government revenues, the highest value (41.9%) was reached in the first 
quarter of the year 2008 and a minimum of 26.20% was recorded in the fourth quarter of 
2009. 

Chart 4. Evolution of government revenue and government spending over GDP over the period 2007-2017 

 
Source: author’s processing 

The last graphical representation shows the evolution of imports and exports from the first 
quarter of 2007 until the second quarter of 2017. The extremes of this period are represented 
by the minimum import value of 29.9% achieved in the last quarter of 2009 and the maximum 
value of 52.4% in the first quarter of 2017. For exports, the minimum value was reached in the 
last quarter of 2008 (21.9%) and the maximum value, 51.70%, in the first quarter of 2017. 

The minimum value recorded for imports in 2009 is explained by the economic situation at 
that time. 
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Chart 5. Evolution of the shares of imports and exports of GDP in Romania during 2007-2017 

 
Source: author’s processing 

 

The Correlation Matrix 

Using the Eviews program, it is made the correlation matrix for the initial data series. The 
centralized results in the table below show a negative correlation between government debt, 
government expenditures and gross domestic product. There is a positive correlation between 
import, export, deficit, government revenue and gross domestic product. The descriptive 
statistics of the data series are contained in Appendix 2. 

Table 2. The correlation matrix of data series 
 GDP Import Export Deficit Debt Government 

revenue 
Government 
expenditures 

GDP 1.000000 0.417549 0,165097 0.483198 -0.094106 0.129939 -0.288469 
Import 0.417549 1.000000 0.763426 0.437580 0.142992 0.764075 0.274666 
Export 0.165097 0.763426 1.000000 0.476424 0.696899 0.445425 -0.019676 
Deficit 0.483198 0.437580 0.476424 1.000000 0.293527 0.256514 -0.603995 
Debt -0.094106 0.142992 0.696899 0.293527 1.000000 -0.137613 -0.350719 
Government 
revenue 

0.129939 0.764075 0.445425 0.256514 -0.137613 1.00000 0.615282 

Government 
expenditures 

-0.288469 0.274666 -0.019676 -0.603995 -0.350719 0.615282 1.000000 

Source: author’s processing 

 

Testing the stationarity of the data series 

Before estimating the regression model, it was applied a data series stationarity test. To test 
the stationarity of the data series it is used the Augmented Dickey Fuller (ADF) test. The 
following table lists the values of the t-statistical test, the probabilities associated with it, and 
the values for the 1%, 5% and 10% levels. According to this test, the null hypothesis is 
rejected for each data series (H0: the data series has a single unit root). The values of the T-
statistic are inferior to the values associated with 1%, 5% and 10% levels, and the probability 
of the T statistic is higher than 5%. The conclusion of this test is that none of the seven sets of 
data is stationary.  

Table 3. The results of the ADF test 
 t-statistic 1% 5% 10% prob 
GDP 1.883307 3.600987 2.935001 2.605836 0.3366 
DEFICIT 1.354699 3.621023 2.943427 2.610263 0.5936 
DEBT 2.017596 3.605593 2.936942 2.606857 0.2784 
EXPENDITURE 0.261840 3.615588 2.941145 2.609066 0.9213 
REVENUE 2.923490 3.626784 2.945842 2.61131 0.0525 
EXPORT 1.548662 3.639407 2.951125 2.614300 0.4973 
IMPORT 1.356597 3.639407 2.951125 2.614300 0.5916 

Source: author’s processing 
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Following the ADF test results for the series, we applied differences on them for turning them 
into stationary series. All series become stationary by applying the first difference. The results 
of the ADF test applied for the series in difference are shown in the table below. 

Table 4. Results of the ADF test after applying the first difference 
 t-statistic 1% 5% 10% prob 
D_GDP 5.048181 2.632688 1.950687 1.616059 0.0000 
D_DEFICIT 13.54149 2.628961 1.950117 1.611339 0.0000 
D_DEBT 5.894734 2.628961 1.950117 1.611339 0.0000 
D_EXPENDITURE 9.252559 2.630762 1.950394 1.611202 0.0000 
D_REVENUE 9.260008 2.630762 1.950394 1.611202 0.0000 
D_EXPORT 3.138460 2.636901 1.951332 1.610747 0.0027 
D_IMPORT 4.311083 2.636901 1.951332 1.610747 0.0001 

Source: author’s processing 

 

Testing the Granger causality 

To determine if there are links between the studied variables, it was applied the Granger 
causality test on the original data. The results obtained are included in Appendix 1. The 
probabilities of F statistic resulting from causality testing between import and export indicate 
a bidirectional relationship between the two variables. Negative hypotheses are rejected, so 
Export causes Granger import and Import causes Granger export. Between import and public 
debt is a unidirectional relationship, import causes public debt. There is a one-way 
relationship between government revenue and government spending. Revenue causes Granger 
spending. Income also causes Granger public debt. Unidirectional relationship exists also 
between public deficit and expenditure, public expenditure and debt. Bidirectional relationship 
exists between public debt and export, public debt causes Granger export, and export causes 
Granger public debt. 

Using these series of stationary data, we created the multifactorial regression model that has 
the gross domestic product as the dependent variable, and as independent variables the budget 
deficit, government debt, government expenditures, government revenues, imports and 
exports. 

The regression equation is: 

D_GDP= α + β1 
x D_DEFICIT + β2 

x D_DEBT + β3 
x D_EXPENDITURE + β4 

x D_REVENUE + β5 
x 

D_EXPORT + β6 
x D_IMPORT  

The estimation of regression parameters was made using the ordinary least squares method 
(OLS). 

The results obtained are listed in the following table: 

Table 5. Results of estimation of regression model parameters 
Variabile Coeficient Std. Error t-Statistic Prob. 
C 0.442984 0.399545 1.108721 0.2753 
D_DEFICIT 1.158031 4.100910 0.282384 0.7794 
D_DEBT -0.424018 0.296691 -1.429158 0.1621 
D_EXPEND 1.120235 4.108028 0.272694 0.7867 
D_REVENUE -1.376890 4.108984 -0.335093 0.7396 
D_EXPORT -0.730142 0.219936 -3.319800 0.0022 
D_IMPORT 0.961988 0.253051 3.801552 0.0006 
R-squared 0.333490 
Prob(F-statistic) 0.023944 
Included observations 41 after adjustments 

Source: author’s processing 

The results returned by Eviews indicate that the regression equation becomes: 

D_GDP = 0.442984 + 1.158031 x D_DEFICIT - 0.424018 x D_DEBT + 1.120235 x D_EXPENDITURE - 
1.376890 x D_REVENUE - 0.7301442 x D_EXPORT + 0.961988 x D_IMPORT  
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The coefficients associated with the independent variables highlight the impact they have on 
the dependent variable. Thus, for a change with one unit of the budget deficit, Gross Domestic 
Product increases by 1.158031 units. Parameter β1 has a default error of 4.100910. The 
probability associated with this test is 0.7794> 5%, which indicates that the estimated 
parameter is not statistically significant. 

At a change in government debt ratio in GDP, Gross Domestic Product decreases by 0.424018 
units. The probability associated with this parameter, 0.1621, indicates that it is not 
significant. 

If the share of expenditure in Gross Domestic Product changes by one unit, Gross Domestic 
Product increases by 1.12 unit. 

Changing the share of government revenue in gross domestic product by one unit leads to a 
1.37-point decline in gross domestic product. 

Following a change in the share of imports in GDP, the GDP increases by 0.73 units, and for 
one unit change in the share of exports in GDP it drops by 0.96 units. The probabilities 
associated with β5 and β6, 0.0022 and 0.0006, indicate that these two indicators are 
statistically significant. 

The signs of these coefficients indicate a direct relationship between gross domestic product 
and the share of the budget deficit in GDP, the share of government expenditures in GDP, the 
share of imports in GDP and, at the same time, a negative relationship between the gross 
domestic product and the share of public debt in GDP, the share of government revenues in 
GDP and the share of exports in GDP. 

Analyzing the value associated with R2, 0.33, we can say that there is a link between the 
dependent variable and the other variables, but not a very strong one. 33.3490% of gross 
domestic product variation is explained by the influence of independent variables. 

The validity of the model is confirmed by the probability associated with the statistical T test 
with 0.023944, below the 5% level. 

Autocorrelation error testing is performed using the Durbin Watson test. The value of this test 
is 1.758616, corresponding to 2, which indicates that the errors are not auto correlated.  

The error normality test is performed using the Jarque Bera test. The probability associated 
with this test is 0.009180. 

Chart 6. Testing of error normality. The Jarque Bera test 

 
Source: author’s processing 

 

 

 

 



Evolution of the main macroeconomic indicators as a result of Romania's integration into the EU 
 

 

171

171

Testing heteroskedasticity using the White test 

Chart 7. The results of White Test 
Heteroskedasticity Test: White  
F-statistic 6.799506 Prob. F(6,34) 0.0001 
Obs*R-squared 22.36290 Prob. Chi-Square(6) 0.0010 
Scaled explained SS 29.56237 Prob. Chi-Square(6) 0.0000 

Source: author’s processing 

The results of this test indicate that the probability of F-statistic is lower than 0.05. It means 
that the errors are homoscedastic. 

 

Testing the stability of the equation and the coefficients. 

To test the stability of the equation and coefficients it is used the CUSUM TEST and CUSUM 
of Squares Test. The results are included in the images below: 

Chart 8. Cusum test results 

Source: author’s processing 

Chart 9. Cusum of squares test results 

Source: author’s processing 

According to the Cusum test, the cumulative sum of recursive errors of the regression 
equation is between critical values of 5%. At the same time, the sum of recursive square 
errors, according to the Cusum of Squares Test, is comprised of critical values. Thus, the 
results of the two tests indicate that the estimated equation and coefficients are stable. 

The regression model achieved is a valid model considering the results obtained. The 
probabilities associated with the estimated coefficients indicate that the variables represented 
by the weight of the budget deficit in the GDP, the share of public debt in the GDP, the share 
of the budgetary expenditures and the share of the budgetary revenues in the GDP are not 
statistically significant for the model created. In order to improve the results, the model can be 
resumed for the elimination of the insignificant statistically significant arias. 

 

Conclusions 

The purpose of this paper was to analyze the evolution of some important macroeconomic 
indicators for Romania during the years as an EU member. 

Granger causality test indicates the causal relationship between the variables studied. 

The creation of the regression model highlights the link between the weights of the 
independent variables in GDP and the gross domestic product. 

This study aims to highlight the impact of EU membership on key macroeconomic indicators. 
The importance of the paper is due to the fact that studying the evolutions of the analyzed 
indicators can be aware of the level at which Romania is economically. 
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Further development 

For further development and for better results the insignificant variables can be removed; the 
database can be expended over several years to compare the pre-accession and post-accession 
period. Also, it can be done a comparison with Bulgaria that has the same date of entry into 
the EU. 
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Appendix 1. Granger causality results 
Lags: 2  
 Null Hypothesis: Obs F-Statistic Prob.
 D_IMPORT does not Granger Cause D_GDP 39 0.22524 0.7995
 D_GDP does not Granger Cause D_IMPORT 0.49178 0.6158
 D_REVENUE does not Granger Cause D_GDP 39 0.30067 0.7423
 D_GDP does not Granger Cause D_REVENUE 0.17803 0.8377
 D_EXPORT does not Granger Cause D_GDP 39 0.11687 0.8901
 D_GDP does not Granger Cause D_EXPORT 0.01894 0.9812
 D_EXPEND does not Granger Cause D_GDP 39 0.27555 0.7608
 D_GDP does not Granger Cause D_EXPEND 0.44850 0.6423
 D_DEFICIT does not Granger Cause D_GDP 39 0.43894 0.6483
 D_GDP does not Granger Cause D_DEFICIT 0.21050 0.8112
 D_DEBT does not Granger Cause D_GDP 39 0.72792 0.4903
 D_GDP does not Granger Cause D_DEBT 1.71477 0.1952
 D_REVENUE does not Granger Cause D_IMPORT 39 0.16407 0.8494
 D_IMPORT does not Granger Cause D_REVENUE 0.59270 0.5584
 D_EXPORT does not Granger Cause D_IMPORT 39 4.15896 0.0242
 D_IMPORT does not Granger Cause D_EXPORT 4.26192 0.0223
 D_EXPEND does not Granger Cause D_IMPORT 39 14.3400 3.E-05
 D_IMPORT does not Granger Cause D_EXPEND 8.96307 0.0007
 D_DEFICIT does not Granger Cause D_IMPORT 39 18.0578 5.E-06
 D_IMPORT does not Granger Cause D_DEFICIT 31.5151 2.E-08
 D_DEBT does not Granger Cause D_IMPORT 39 2.00453 0.1503
 D_IMPORT does not Granger Cause D_DEBT 6.41572 0.0043
 D_EXPORT does not Granger Cause D_REVENUE 39 0.05660 0.9451
 D_REVENUE does not Granger Cause D_EXPORT 0.42866 0.6549
 D_EXPEND does not Granger Cause D_REVENUE 39 23.2594 4.E-07
 D_REVENUE does not Granger Cause D_EXPEND 6.24900 0.0049
 D_DEFICIT does not Granger Cause D_REVENUE 39 23.5496 4.E-07
 D_REVENUE does not Granger Cause D_DEFICIT 21.7423 8.E-07
 D_DEBT does not Granger Cause D_REVENUE 39 0.91137 0.4116
 D_REVENUE does not Granger Cause D_DEBT 5.22744 0.0105
 D_EXPEND does not Granger Cause D_EXPORT 39 16.9309 8.E-06
 D_EXPORT does not Granger Cause D_EXPEND 7.25136 0.0024
 D_DEFICIT does not Granger Cause D_EXPORT 39 21.9445 8.E-07
 D_EXPORT does not Granger Cause D_DEFICIT 32.2201 1.E-08
 D_DEBT does not Granger Cause D_EXPORT 39 3.31840 0.0483
 D_EXPORT does not Granger Cause D_DEBT 3.56234 0.0394
 D_DEFICIT does not Granger Cause D_EXPEND 39 6.12585 0.0053
 D_EXPEND does not Granger Cause D_DEFICIT 21.4674 9.E-07
 D_DEBT does not Granger Cause D_EXPEND 39 1.79005 0.1823
 D_EXPEND does not Granger Cause D_DEBT 4.24763 0.0226
 D_DEBT does not Granger Cause D_DEFICIT 39 1.74586 0.1898
 D_DEFICIT does not Granger Cause D_DEBT 0.25652 0.7752
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Appendix 2. Descriptive statistics of data series 
 

Figure 1. The descriptive statistics of the GDP data series 

 
Source: own processing 

 
Figure 2. Describes the statistical datadeficit series 

Source: own processing 
 

Figure 3. Descriptive statistics of the public debt data series 

 
Source: own processing 

 
Figure 4. Descriptive statistics of the revenue data series 

Source: own processing 
 

Figure 5. Descriptive statistics of the expenditure data series 

Source: own processing 

 
Figure 6. Descriptive statistics of the import data series 

Source: own processing
Figure 7. Descriptive statistics of the export data series 

 
Source: own processing 
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Abstract. Researchers have acknowledged that FC is a variable that is not directly observable or 
available on the balance sheet of companies. In this Paper, we extend the literature on FC and provide 
evidence on variables that directly measure the FC in a well-defined sample of Mauritian enterprises. 
These are: firms’ dividend payment behaviour and perceptions on same; forms of dividend payments 
and policies adopted; preferred choice for financing long term projects and financing difficulties of 
firms & the sources of finance used. Both a deductive and quantitative strategies are adopted to 
provide for a direct measurement of FC. Data from a stratified sample of the top 100 companies as 
well as a unique firm level survey data obtained from a sample of 300 SMEs via simple random 
sampling are used. Results obtained from these samples serve the purpose of the research given that 
firms from two different extremes are studied as follows: the top largest 100 firms and the SME’s. The 
top 100 firms are those with high asset values and financial position. They mainly belong to group 
structures and operate internal financial markets amongst sister companies. Hence, FC is expected to 
be low for such companies. In contrast, SMEs are basically small and medium enterprises and can be 
characterized as having difficult access to financial markets caused by excessive cost of finance due to 
asymmetric information and moral hazard. It is found that both large firms and SMEs are financially 
constraint, the degree of FC however varying on the corporate structure of firms.  

 
Keywords: financial constraints, direct measures, survey, deductive approach, dividend. 
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1. Introduction 

The measurement and determination of financial constraints (FC) are issues that have 
interested researchers in both developed and developing countries (see for e.g. Fazzari et al., 
1988; Blundell et al., 1999; Schiantaralli, 1996; Berger and Udell, 1998; Kaplan and Zingales, 
1997, 2000; Hadlock and Pierce, 2010; Kira, 2013). However, there have been a number of 
controversies on the exact measurement of FC. Even though some authors have used firm 
level surveys to determine the FC of firms (e.g., Bonnet et al. (2005); Kira (2013), yet there is 
a missing gap in the literature on the direct measurement of FC, especially in emerging 
economies in Africa such as Mauritius.  

The aim of this paper is to supplement the empirical literature and provide evidence on 
variables that directly measure the FC in a well-defined sample of Mauritian enterprises. 
These are: firms’ dividend payment behaviour and perceptions on same; forms of dividend 
payments and policies adopted; preferred choice for financing long term projects and 
financing difficulties of firms & the sources of finance used. To this end, a deductive 
approach with a quantitative strategy is adopted to measure the financial constraints of firms. 
Data from a stratified sample of the top 100 companies as well as a unique firm level survey 
data obtained from a sample of 300 SMEs are used.  

 

2. Organisation of the chapter 

This chapter is organized as follows: following the introduction in section 1, section 3 reviews 
the literature on the measurement and determination of FC, followed by a critical review of 
current literature. Section 4 addresses methodological issues while section 5 interprets the 
results of the survey. Section 6 concludes the paper.  

 

3. Review of literature on the measurement and determinants of financial constraints  

Over the years, researchers have used various measures of FC and these are classified into 
direct and indirect measures.  

3.1. Indirect measures of FC 

(i) Investment-Cash flow sensitivity (I/CF)  

Many authors have concluded on the existence of FC by the coefficient of the (I/CF) 
relationship. A firm was classified as financially constrained when it was dependent on 
internal cash flow and the coefficient of I/CF relationship was significantly positive. 

Fazzari et al. (1988)(1) deduced that firms were financially constrained when they had no other 
choice, other than resorting to internal funds to finance investment. In different sub samples, 
which were classified as per some priori classification, it was found that some firms had a 
higher cost of external finance. A firm was thus more financially constrained when its (I/CF) 
sensitivity was larger. Similar results were found by Hadlock (1998) for the US companies, 
Chapman et al. (1996) for Australian companies, Guariglia (2008) for the UK firms, Schaller 
(1993) for Canadian firms, Fagiolo and Luzzi (2006) for Italian firms and Lamont (1997) for 
US oil companies.  

The I/CF sensitivity was used by Hoshi et al. (1991)(2) to measure FC of Japanese firms, 
which were classified between those with good banking relationship (and hence were 
expected to have an easier access to finance) and those with no such relationship (having 
difficult access to finance). 

Using a flexible error correction investment model in a panel data setting, Mizen and 
Vermuelen (2005) analyzed the impact of financial systems on the I/CF relationship in a 
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sample of 804 German firms and 378 in the UK. They found empirical proof of the I/CF 
sensitivity, which was more in market oriented financial systems such as in the UK than in 
Germany. However, such sensitivity could not be found in alternative sub-samples, rendering 
such a relationship doubtful.  

Yet, over time, the I/CF sensitivity has been severely criticized as a measure of FC. These 
include the difficulties involved in measuring Tobin’s Q in the investment equations, the use 
of an unreliable priori classification of the different samples, constant value for Tobin’s Q 
(investment opportunities), and contrary results to the usual I/CF relationship being found.  

Some examples include Allayannis and Mozumdar (2004), Agca and Mozumdar (2008), 
Brown and Petersen, (2009). In some cases, a very weak relationship between I/CF was 
obtained. Surprisingly, Cleary et al. (2004) found the I/CF relationship to be U-shaped.  

Cleary (1999) employed a discriminant score analysis from different financial variables and 
constructed a measure of FC in a large cross section of 1,317 firms over the period 1987 to 
1994. The Tobin’s Q model was estimated for non-financial and non-utility firms that were 
traded on the US stock exchange. Contrary to the results of FHP, financially constrained firms 
had lower I/CF sensitivities because these firms preferred to save the profits as retained 
earnings for future uses. Hence, investment in the current period was reduced, even though the 
firms were cash rich. 

In a more recent study, Huafeng and Shaajun (2012) used time series data over the financial 
crisis period of 2007-2009 for US firms to prove that the I/CF sensitivity as a measure of FC 
was not valid. They found that such sensitivities had fallen during that period, being about 0.3 
in the 1960’s, to below 0.03 in 1960 and was almost zero during the financial crisis. These 
results were robust across alternative model specifications and sensitivities (firms with 
different corporate governance structure and with different market power).  

In order to avoid some of the difficulties involved in estimating empirical investment 
equations, some other authors have used firm level cash flow sensitivities to measure the FC 
of firms. For instance, Hovakimian and Hovakimian (2009) used the responsiveness of firm 
investment following changes in cash flow (time average of investment).  Another method 
used was by D’Espallier et al. (2008) who estimated the CF slopes of I/CF equations.  

Departing from FHP, Huang (2002) studied the I/CF sensitivity in a sample of US listed 
companies and found a non-linear relationship between I/CF sensitivity and financial 
constraints. 

(ii) Estimates of Q theory of investment 

Since Tobin’s Q(3) contains fundamental information for the firm and the latter uses it for its 
investment decision, some authors have measured the FC of firms by estimating Q investment 
equations. Keeping the value of Q constant, FHP found that investment was dependent on 
internal finance. Similarly, Blundell et al. (1992) found a significantly positive impact of cash 
flow on the Q investment equation.  

Chirinko (1993) used data for 532 quoted UK manufacturing firms over the period 1971-1986 
and estimated Q investment regressions to determine the FC of firms.  In a similar vein, 
Gomes (2001) measured the dependence of internal funds on investment and the biasness of 
the Q investment equations. Hayashi and Inoue (1991) used data from 523 quoted UK 
manufacturing firms over the period 1977 to 1986 and found a positive impact of the cash 
flow variable in investment equations, over and above Tobin’s Q, which was less significant. 
Yet, a major challenge in the use of Q investment equations to measure FC is the 
measurement error in Tobin’s Q (see Bond and Cummins, 2001). 
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(iii) Cash-flow sensitivity of cash  

Costly external finance forces firm to forgo profitable investment opportunities and coerce 
them to use internal rather than external financing. Internal financing is generally considered 
as being the cheapest source of finance. Some authors have thus used the cash flow sensitivity 
of cash to measure the extent of FC whereby a firm is considered as financially constrained if 
it saves cash resources from its cash flow.   

Almeida et al. (2004) measured FC by estimating the sensitivity of cash to cash flows. A 
model of liquidity demand was constructed and an empirical equation was derived. Han and 
Qiu (2007) and Baum et al. (2011) conducted similar studies and found that financially 
constrained firms depend more on internal cash flows. However, such a hypothesis has been 
challenged in Pal and Ferrando (2010). 

(iv) Firm growth equations 

A number of researchers have measured FC by measuring the sensitivity of firm growth to 
cash flow, that is, to what extent the growth of the firm is explained by the cash flow of the 
firm. Several measures of firm growth have been used in the literature, such as employment 
growth (Oliveira and Fortunato, 2006), growth of fixed assets (Carperter and Peterson, 2002) 
and sales growth (Fagiolo and Luzzi, 2006). These studies have generally found that FC had a 
negative and significant impact on firm growth. However, no specific measurements of FC 
have been undertaken and cash flow was used only as an indicator of FC. 

(v) Credit ratings 

Some other authors have used credit ratings to assess the degree of FC. A credit rating agency 
gives a rating on the degree of FC, based on the ease of access and the constraints in obtaining 
external finance. For instance, by using data from the manufacturing sector for Italian firms 
over the period 1998-2003, Bottazzi et al. (2008) analysed the effects of FC on a number of 
firm level variables.  

(vi) Euler equation tests 

Some authors (e.g. Whited, 1992, Bond and Meghir, 1994; Love, 2003) have used the Euler 
equation to solve for an optimum investment model. Consequently, any deviation from an 
optimum plan and non-observance of some parameter restrictions were interpreted as 
indicator of FC. The most important advantage of such an approach is that it requires 
empirical testing.  

3.2. Direct measures of FC 

Some authors have obtained direct measures of FC and a number of techniques were used as 
follows: 

(i) Direct categorisation of firms  

Protagonists have applied different priori classifications to distinguish FC and unconstrained 
firms. Kaplan and Zingales (1997) found results contrary to that of FHP (1988). Their 
arguments have been supported by Cleary(4) (1999) and Almeida and Campello (2002), who 
found that the investment of more constrained firms was less sensitive to changes in internal 
cash flows. Both quantitative and qualitative data were employed.  

KZ (1997) used rich qualitative information collected from the disclosure filings of firms in 
order to directly categorise firms as financially constrained. Firms were classified as FC if 
they were in violation of debt covenants, not benefiting from their usual source of credit, 
irregular in terms of debt repayments and facing difficulties due to liquidity problems. 
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Lamont et al. (2001) employed the KZ sample and estimated an ordered logit model to 
directly categorise firms as financially constrained. The variables used by these authors were: 
Leverage, Tobin’s Q; Cash Flow, Cash Levels and Dividends.  

Yet, the methodology of KZ was severely criticized because the coefficients may vary across 
different samples, biasness in some relationships and the use of unproductive variables. 
Fazzari et al. (2000) replied to KZ (1997) by arguing that the methodology used by the latter 
and Cleary (1999) was biased since they ended up with treating financially distressed firms as 
being financially constrained.  

In a study of some African countries, Bigsten et al. (2003) used data from firms in the 
manufacturing sector from six countries, namely cote D’Ivore, Burundi, Cameroon, Ghana, 
Zimbabwe and Kenya over the period 1992 to 1996 in order to investigate whether these firms 
were financially constrained. It was tested whether firms had a demand for credit and whether 
access to these resources were easy when needed. A Probit model was applied in a panel data 
structure and the results showed that only a quarter of the firms could obtain easy access to 
finance from the market. Only those firms with good banking ties could obtain further credit.  

Beck et al. (2006) uncovered that countries with higher levels of financial sector development, 
more efficient legal systems, more liquid stock market and higher level of GDP per capita had 
fewer obstacles in obtaining external finance. Bougheas et al. (2006) conducted their study in 
the UK manufacturing firm between 1989 and 1999 and found that several variables affected 
access to debt financing. These include collateral, age, profitability, riskiness and size which 
influence accessibility of debt financing. 

Recently, Hadlock and Pierce (2010) used qualitative information to categorise FC of firms 
for a random sample of 407 US firms from 1995 to 2004. They estimated an ordered logit 
model, which predicted FC as a function of different quantitative factors. The results so 
obtained were in contradiction of those obtained by KZ (1997) and they found that firm size 
and age were useful predictors of FC levels. Hence, they proposed a measure of FC based 
solely on firm characteristics. 

Carreira and Silva (2012) estimated the extent to which R&D investment and innovation were 
financially constrained for Portuguese firms over the period 1996-2004. They also identified 
the main determinants of FC by estimating different models as well as cash to cash flow 
sensitivities using a unique data set for companies that comprise information on firm 
characteristics, balance sheet information and data on firm’s innovation activity.  

The results confirmed that firms that did not invest in R&D and which did not receive public 
funding were financially constrained. Further results obtained indicated that FC was explained 
by size and cash flow but not by age of the firm. After controlling for endogeneity, it was 
found that FC reduced the amount invested in R&D to a great extent. To this end, an ordered 
Probit model was also estimated. 

(ii) FC in firm level Surveys 

Kounouwewa and Chao (2011) analysed the determinants of FC in African countries by using 
survey data on 1,559 firms over the period 2002 to 2005 for 16 countries. Size and firm 
ownership were used a priori criteria for distinguishing between financially constrained and 
unconstrained firms. The results found that institutional development was the most important 
determinant that explained cross-country variations in firm’s financial obstacles. A Probit 
model of both small and medium enterprises was used to estimate regressions. 

Savignac (2008) examined the impact of FC on firms and a direct measure of FC was obtained 
from a survey result in some French established firms. FC was found to significantly decrease 
the probability of innovation by firms.  
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Bonnet et al. (2005) investigated FC at regional level in the French areas by employing firm 
level survey data on 30,778 French firms conducted between 1994 and 1997. The difference 
in the FC of firms was analysed with logit models and the probability of the firms to be 
financially constrained in different sub-samples was estimated. Moreover, four modalities of 
FC were distinguished and analysed. Results showed the existence of financial constraints at 
firm level.  

Recently, Kira (2013) used a sample of 1,933 manufacturing and services sector firms located 
within the 5 East African Countries (Burundi, Kenya, Rwanda, Tanzania, Uganda) with 
economic integration and data from the World Bank Enterprise Survey in order to determine 
the determinants of financial obstacles of firms. Using data collected from over 10,000 firms 
over the period 2002-2007, an ordered Probit model as well as a multivariate regression model 
to detect FC, it was found nearly all firms were financially constrained, and was more acute 
for SMEs sole traders and partnerships.  

At the European Union level, Canton et al. (2010) carried a survey on the determinants of 
access to finance for SMEs and found out that firm’s age, bank relationship, and industry 
competition were the determinants of firm’s perceived financial constraints in banking 
industry. The results were valid across many industries. 

(iii) Index of FC 

For a direct measurement of FC of firms, Lamont et al. (2001) constructed indices (both time 
and country specific) by extending the insights used by KZ (1997). They applied an ordered 
logit regression of FC on some relevant determinants of FC.  

Whited and Wu (2006) constructed the WW index of FC which did not require any qualitative 
information but instead used the shadow cost of equity finance to obtain a vector of 
coefficients. The index, which was based on balance sheet data to shadow the shadow cost of 
external finance, was a linear combination of six empirical factors namely cash flow, a 
dividend payer dummy, leverage, firm size, industry sales growth and firm sales growth.  

Whited (1992) used measures of indebtedness, interest coverage and bond rating to 
distinguish the FC of firms. Cleary (1999) adopted FC index, which was composed of 
liquidity, leverage, profitability and growth.  

3.3. Critical appraisal of current literature  

In the above section, the alternative measures and determinants of FC have been reviewed and 
classified between both direct and indirect indicators. It is seen that research on these issues 
have been undertaken both in some cross-country studies as well as in some specific contexts, 
including some African countries. Most research has been conducted in the largest and 
developed economies such as UK and US, Canada, Italy, Japan, Germany, EU countries and 
the French areas. An analysis of the literature unveils the following extra critics:                                               
 Up till now, there has been only a limited amount of research on the measurement and 

determination of FC (e.g., FHP, 1988; KZ, 1997, 2000). There is still a void in the 
literature concerning results in emerging economies like Mauritius.  

 The majority of results available have mainly focused on the indirect measures of FC (e.g., 
FHP, 1988; KZ, 1997), with little evidence available on direct measurements of same and 
no conclusive evidence. FHP (1988) did attempt to proxy FC but did not measure it 
explicitly. They have used the concept of internal funds (retention) and the I/CF sensitivity 
to only proxy FC. 

 Moreover, the relative merits of the alternative approaches adopted by them to assess and 
measure FC have been questioned and severely criticized (see Huafeng and Shaajun, 2012 
for an extensive analysis).  
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 Some authors have concluded on FC without making any empirical investigation/ 
modelling. Alternative theoretical backgrounds have been adopted with no robust and 
established theory in the literature. There is a need for direct evidence on FC undertaken in 
both surveys and applied econometric modelling. 

 The other authors (KZ and WW) have computed a measure of FC but missed a number of 
pertinent variables affecting the FC of firms. They based themselves on a priori 
classification, which can be unproductive in terms of policy making. They have used only 
balance sheet data, whereas in fact, FC may also be dependent on a number of other 
external factors.  

 Also, in most cases, time series data and cross-sectional analysis of data have been 
employed. Further results are thus needed for the case of Mauritius and there is also the 
need to apply other methods such as advanced econometrics studies and further sensitivity 
analysis are merited.  

 Most studies have estimated empirical Q equations. Robustness tests are thus needed with 
results obtained from alternative investment models. Very few studies exist that directly 
test the impact of financial policies (such as FL and FSD).  

 Most studies have concentrated on firms in the manufacturing sector and there is need to 
provide sensitivity of results in other economic sectors than the manufacturing sector. 

3.4. Contribution of the present study 

The present study supplements to the existing empirical literature in the following ways: 

Given that FC is a variable that is not directly observable or available on the balance sheet, we 
extend the literature on FC and provide evidence on variables that directly measure the FC in 
a well-defined sample of Mauritian enterprises. These are:  
 Firms’ dividend payment behaviour and perceptions on same; forms of dividend payments 

and policies adopted;  
 Preferred choice for financing long term projects and  
 Financing difficulties of firms & the sources of finance used.  

 

4. Methodological issues 

4.1. Research method chosen 

A deductive approach to financial constraints 

A deductive approach is adopted to measure the financial constraints of firms. To this end, a 
quantitative strategy is adopted. Data from a stratified sample of the top 100 companies as 
well as a unique firm level survey data obtained from a sample of 300 SMEs via simple 
random sampling are used.  

Results obtained from these samples serve the purpose of the research given that firms from 
two different extremes are studied as follows: the top largest 100 firms and the SME’s. The 
top 100 firms are those with high asset values and financial position. They mainly belong to 
group structures and operate internal financial markets amongst sister companies. Hence, FC 
is expected to be low for such companies. In contrast, SMEs are basically small and medium 
enterprises and can be characterized as having difficult access to financial markets caused by 
excessive cost of finance due to asymmetric information and moral hazard.  

4.2. The sampling design and sample definition 

In this study the population will be the companies under consideration in Mauritius. The top 
100 largest companies as well as 300 SME’s are surveyed. To select the top 100 companies, a 
stratified sampling procedure has been used, based on turnover. The classification is already 
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available in a magazine entitles “top 100 companies in Mauritius”. The entire 100 large 
companies have been surveyed.  

To select the 300 SME’s, a simple random sampling procedure has been adopted. Information 
on these companies has been received from the website of SMEDA and a simple random 
sampling through selection by the computer has been ensured.  

The probability sampling technique was used so that everyone is given the chance and not 
only a specific group is targeted. Different ways can be used to select a probability sample, 
but for this study the random sampling was used as it is free of bias and it gave each unit of 
the population a calculable and non-zero chance of being selected.  

4.3. Use and design of questionnaire  

The use of a questionnaire is more efficient in quantitative research because it contains 
various possible responses to a set of pre-determined questions. As such, more companies can 
be targeted at a much lower cost via the use of a questionnaire. Moreover, there are a number 
of sophisticated statistical packages such as SPSS via which survey results can be analysed 
with a high degree of confidence, security(5), validity and reliability tests.  The aims and 
objectives of a survey and the main variables to be addressed are crucial elements for the 
effective design of a questionnaire. 

For the present research, the questions addressed in this study are based on the available 
literature in this area (see chapter two and three for a review of literature on FC). Hence, the 
questionnaire is developed to directly address the goals of the study. It has been designed with 
a mix of different types of questions namely multiple-choice questions (a multiple response 
scale allowing to select one or several alternatives), open-ended questions (the respondent is 
free to give any reply appropriate to him), dichotomous questions (where there are two 
options, usually ‘yes’ or ‘no’) and questions where the respondent can provide a rating of 
some elements. 

4.4. Distribution of questionnaire  

As already mentioned, the addresses of the top 100 companies were readily available in a 
publication. For the selection of SMEs, companies were selected from the five parts of the 
island and questionnaires were sent to them, after a phone call. Where it has been impossible 
to contact certain companies through telephone, forms were sent via e-mail prior to their 
approval. 

 

5. Interpretation of data and reliability tests 

Survey results are reliable and can be used for policy prescriptions only when they pass some 
reliability tests. For the purpose of this research, the internal reliability is tested with 
Cronbach’s Alpha, which measures the correlation between the variables that attempt to 
determine a concept. The correlation within the different factors will be measured, in other 
words, how the different statements that treat a factor correlate with each other.  

The Cronbach’s Alpha test shows a value between 0 and 1, where 1 means a perfect 
correlation, and 0 no correlation at all. The lowest acceptable limit for a reliability test with 
the Cronbach’s Alpha method is 0.7. Hence the level should be over 0.8 to be accepted. 

In a similar manner, we use the Guttman Split-Half coefficient to reinforce reliability of our 
results. This coefficient should be similar to that of the Cronbach’s Alpha because it is simply 
the latter’s coefficient when the sample is split into different sub-samples. In other words, it is 
the Cronbach’s Alpha that would result if two halves of the sample is treated as two different 
items.  
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In order to test for the existence of any form of relationship between two variables, we use the 
χ2 test and high values of same denote existence of a relationship.(6) 

After collecting the questionnaires, the data had to be processed before being presented in an 
understandable manner. It involved editing, coding and checking for completeness after all 
questionnaires were filled. These qualitative data were converted into quantitative data where 
they were transformed into symbols and numerals for tabulation and counting.  

5.1. Data encoding and reporting 

Before processing the data, they have to be coded and edited. The data were inputted into the 
SPSS (Statistical Package for Social Sciences) software, version 17.0 for analysis and 
statistical inferences. For this study, both uni-variable and bi-variable analyses were carried 
out. Microsoft Excel 2007 was also used to present some information. Although the majority 
of the questions set were pre-coded, there were quite a few data items pertaining to open-
ended questions that needed to be coded before input of data could start. Upon completion of 
the coding exercise, data entry operation started. 

5.2. Pilot study 

A pilot study was undertaken before the final formal data collection process was to be carried 
out. This was done in order to ensure that the question was appropriately framed in order to 
acquire the required data and also to ensure if some words used in the questionnaire were 
complex to understand. The pilot study revealed no major flaws in the proposed questionnaire 
and it was subsequently accepted to proceed with the data collection.  

5.3. Analysis of results 

5.3.1. Survey results from top 100 largest companies 

Dividend payment behaviour and perceptions on same 

In this section, the hypothesis is that FC can be analysed through the dividend behaviour of 
firms as well as their perceptions on same. For this purpose, we surveyed the pattern of 
dividend payment among the top 100 companies. Several questions were asked to managers 
and the results are conveyed in table 1 below.  

Managers were queried whether they perceive investment and dividend decisions to be inter-
connected and all of them responded in the affirmative (100% response rate). Hence, they 
look at investment opportunities prior to declaration of dividends. If the company makes 
profits, they prefer to curtail dividend payments in the current period in order to have the 
available financial resources for investment in profitable ventures. They believe that 
shareholders can or prefer to wait to have a greater amount of dividend resulting from the 
profitable venture. An investment decision is thus done simultaneously with a dividend 
payment decision.  

The above results can be confirmed by the other results obtained whereby 69% of managers 
stated that they cut dividends when the company’s prospects are poor in order to adjust for 
financing of current investment projects. This can be interpreted as a preliminary sign of the 
existence of FC amongst firms where access to external financing is difficult and costly. Firms 
are thus obliged to resort to internal financing (the cheapest mode), as predicted by the POH.  

To confirm this result, 75% of managers reported that they would raise dividend only if they 
feel that the company would be able to sustain the increase in the future. They thus regard 
their cash flow as crucial determinants of investment and prefer not to raise dividend 
payments in case the company’s prospects are poor in order to adjust for investment projects. 

These results instantaneously confirm that the largest firms follow the residual theory of 
dividend payment, that is, they base their dividend payment decision on the amount of 
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financial resources available, after profitable investments have been made. This is also in line 
with the Investment-Consumption model and the Walter’s (1963) Dividend Relevance model. 
By and large, the results also indicate the existence of FC amongst these firms. 

Moreover, 75% of the managers reported that uncertainty/volatility of a firm’s future earnings 
is reflected in reduced dividend payout in the current period while 84% indicated that firms 
with high growth prefer to cut current dividend payments. Hence, as a precautionary measure, 
when firms have no visibility on their future prospects, they cut current dividend payments to 
retain cash resources in the company. Most of them retain cash to sustain future growth 
strategies of the firms. 

The survey results also reveal that most companies (97%) agree that they have inside and 
better information about the future prospects of the firm than outside stakeholders. They are 
thus in a better position to understand and apprise the decisions made by the companies. This 
result provides an important insight to also understand the behaviour of outside shareholders 
of the company. The latter possess asymmetric information vis-à-vis inside stakeholders about 
the company’s prospects and may thus require a higher premium in terms of dividend 
payments or they may rather oppose a dividend curtailment of the company.  

Shareholders thus follow the Bird-in the hand theory of dividend proposed by Lintner (1962). 
They prefer to obtain cash dividend payments rather than waiting for the future. Moreover, 
there may be conflict between inside and outside stakeholders, thereby rendering the decision 
making process of firms difficult.  

Most of the managers (90%) also mentioned that, in conglomerate group structures, the 
dividend policy of each subsidiary, which itself may be publicly listed, is often determined by 
the holding company. It is also based on the cash needs of other companies in the group. Thus, 
the decision to retain cash is not only based on the individual firm, but also on the amount of 
investments needed by other firms in the group structure. These firms rely on each other for 
funding of projects.  

This result can be interpreted as follows: First, as already discussed, the dividend payment of 
a firm is also dependent on the cash needs of other firms in the group. Secondly, these 
corporations have an internal financial market, that is, those in need of funds obtain their 
capital from their counterparts in the group having an excess finance. All these together 
reinforce the hypothesis that firms are financially restricted, that can be explained by costly 
external finance.  

Table 1. Firms’ perceptions on dividend payment 
Financial variable of relevance to study Number of 

respondents 
Percentage 
(%) 

Number of firms that perceive investment and dividend decisions to be interconnected. 100 100 
 Number of firms having inside and better information about the future prospects of the 
firm than outside stakeholders. 

97 97 

Number of firms that cut dividends when the company’s prospects are poor in order to 
adjust for financing of current projects. 

69 69 

Number of firms that would raise dividend only if they feel that the company would be 
able to sustain the increase in the future.  

75 75 

In conglomerate structures, the dividend policy of each subsidiary, which itself may be 
publicly listed, is often determined by the main company. 

90 90 

Uncertainty/volatility of a firm’s future earnings is reflected in reduced dividend payout. 75 75 
Firms with high growth prefer to cut current period dividends payments. 84 84 
Firms with good investment projects prefer to plough back profits. 84 84 

Source: Survey results. 

The following table provides the two main reliability tests of the survey, namely the CA 
coefficient and the Guttman Split-Half Coefficient. Given a CA coefficient greater than seven, 
results from the survey are deemed to be reliable. To confirm such an analysis, the Guttman 
Split-Half Coefficient and it has a value of 0.756, implying that the survey is reliable even if it 
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was conducted twice with the same questions and same respondents but in two separate 
samples (same sample split into two halves).  

Table 2. Reliability tests of survey results 
Cronbach's Alpha (CA) Guttman Split-Half Coefficient No of Items 
0.782 0.779 8 

Source: SPSS results. 

It is seen that firms basically prefer to curtail dividends payments in order to finance 
investment projects and are thus financially constrained. Moreover, those in group structures 
prefer to operate an internal financial market to finance investment projects. In the following 
part, the forms of dividend payments adopted by firms are analysed in order to infer on the 
extent of FC faced by them. 

Forms of dividend payments 

The forms of dividend payment adopted by the largest firms can also be indication of the 
existence of FC. As such, this variable was surveyed amongst firms and the results are 
reported in table 3 and 5 below. The reliability tests of these results are provided in tables 5 
and 6 respectively. The different forms of dividend payments mainly include cash payments, 
bonus issues, shares repurchase transactions and others. Firms were also requested to indicate 
the other types of dividend policies adopted by their firms. 

Table 3. Forms of dividend payment  
Forms of dividend payments Number of 

firms 
Percentage 

Cash 15 15 
Bonus 78 78 
Share Repurchase 5 5 
Others 2 2 
Total 100 100 

Source: Survey. 

Table 4. Reliability tests of survey results 
Cronbach's Alpha (CA) Guttman Split-Half Coefficient No of Items 
0.721 0.713 4 

Source: SPSS results. 

Table 5. Other types of dividend policies adopted by companies 
Common dividend Policy Number of 

companies 
Percentage 

Constant dividend rate with increases in three years or so 23 23 
Dividend payment based on earnings, cash availability and capital 
expenditure budget for the following year 

59 59 

Substantially all investment income as dividends 13 13 
Others 5 5 
Total 100 100 

Source: Survey. 

Table 6. Reliability tests of survey results 
Cronbach's Alpha (CA) Guttman Split-Half Coefficient No of Items 
0.742 0.738 4 

Source: SPSS results. 

Based on the above results, the three main forms of dividend payments adopted by firms 
include cash payments (15%), bonus issues (78%), share repurchase (5%), and other forms 
(2%). It is observed that most firms opt for bonus issue of shares. This is advantageous to 
them in the sense that they can plough back the profits realized in the current year and use 
same to build on liquidity for investment purposes.  

Given the likely conflict that may arise from shareholders because of asymmetric information, 
companies prefer to give bonuses to payment of dividends in the future when there are higher 
cash resources. Shareholders are compensated with a promise of greater dividend amounts in 
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the future. With this strategy, firms retain more funds to finance current investment problems. 
These results also indicate the inter connection between firms’ dividend, investment and 
demand for internal finance.  

When the firms were surveyed on the common dividend policy adapted, the results indicate 
that 23% of them have a constant dividend rate with increases in three years or so, 59% have a 
dividend payment based on earnings, cash availability and capital expenditure budget for the 
following year, 13% of these firms have substantially all of their investment income as 
dividends while 5% indicated that they adopt other forms of dividend policies.  

These results confirm the earlier analysis that most firms pay dividends based on their 
earnings, cash resources available and amount of cash left after budgeting for capital 
expenditure. Moreover, only 23% of the firms had a constant dividend rate with increases in 
the rate after three years. These results reinforce the hypothesis that companies are thus 
financially constraint and they resort to internal financing by opting not to distribute dividends 
in the current period. They invest the profits and defer these payments by offering incentives 
like bonus issues.  

The Survey results from both tables 3 and 5 are deemed reliable with a CA and GSC of 
greater than 0.7. The present analysis is augmented by performing a cross tabulation as 
reported in table 7 below. 

Cross tabulation: Forms of dividend payments/policies and payment patterns 

Table 7. Forms of dividend payment and payment patterns 
Frequency of dividend payments/→→→→→→→→→ Always Often Sometimes Rarely 
Forms of dividend payments↓↓↓  
Cash 3 32   
Bonus 45 10 3  
Share Repurchase   5  
Others    7 
Constant dividend rate with increases in three years or so  10 13  
Dividend payment based on earnings, cash availability and capital expenditure budget for 
the following year 

59    

Substantially all investment income as dividends   13  
Chi-Square test statistic (χ²) 12.38 

Source: SPSS. 

Results from a cross tabulation between the forms of dividend payments and the frequency or 
pattern of such payment is made in table 7 above. It indicates that for cash dividend payments, 
only 3 firms always do so while 32 of them often make such types of payments. For bonus 
issues, 45 firms always do so, 10 often and only three sometimes, reinforcing the analysis that 
most firms prefer bonus issues.  

As far as share repurchase is concerned, only five firms do so and that also sometimes. Those 
firms having a constant dividend policy do so often (10 firms) or even now and then (13 
firms).  Those who responded that they have all investments income as dividends do so only 
sometimes, while those having dividend payments based on earnings, cash availability and 
capital expenditure budget (59) always do so. These are additional evidence that firms are 
financially constrained.  A high χ² value of 12.38 indicates that there is association between 
the two parameters analysed.  

We can argue that the statements in this section have served their purpose and have revealed 
the things upon which we wanted to obtain answers. That is, the FC of firms can be analysed 
through the dividend payment behaviour of the firm. It is seen that firms normally curtail 
dividend payments to finance investment projects. In the next section, we analyse the results 
on the preferred choice of financing long-term projects.  
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Preferred choice for financing long-term projects  

In this segment, we determine the FC of firms by analyzing the company financing priorities. 
As per the POH, firms resort to internal financing when there is costly external financing in 
the market.  

In the survey conducted, companies were requested to indicate their choice between ordinary 
shares, debentures and loans. The result is presented in the following table below: 

Table 8. Forms of financing 
Forms of financing Number of firms Percentage 
Ordinary shares 81 81 
Debentures 15 15 
Loans 4 4 
Cronbach's Alpha (CA) 0.82 

Source: Survey. 

81% expressed preference for ordinary shares, 15% for debentures while only 4% prefer to 
opt for loan instruments. Such companies prefer shares because they view dividend payments 
cheaper than interest payments and because they are less costly than a debenture issue. 
Moreover, a share issue does not decrease the company’s gearing, which is the proportion of 
fixed interest securities to capital employed. High gearing may increase the bankruptcy risk of 
a company if not properly managed. Equity is the most flexible source of finance.  

Companies were also asked to rank in order of priorities their choice for the sources of 
financing that they normally utilize in order to finance their investment. A cross tabulation 
between the choice of financing modes and use in terms of priority is given in table 9 below: 

Table 9. Cross tabulation between companies financing priorities and payment patterns 
Financing choices→→→→→ 
Priority↓↓↓ 

Retained earnings Ordinary shares Debentures and loans 

First 75% 18.75% 6.25% 
Second 18.75% 75% 18.75% 
Third 6.52% 6.25% 75% 
Total 100% 100% 100% 
Chi-Square test statistic (χ²) 9.62 

Source: Survey. 

It can be observed that retained profits are the first priority, share issue as the second choice of 
companies while debt issuance the third priority. 75% of the companies viewed retained 
earnings as their first choice, 18.75 as their second choice and 6.25 as their third choice. Only 
6.25% of the companies consider debt as their first choice, 18.75 as their second choice and 
75% as their last choice.  

Therefore, so long that company has large amount of retained earnings, they prefer to utilize 
it, rather than the other mode of finance, in line with the POH. Moreover, this is regarded as 
the cheapest source of finance. For ordinary shares, 18.75% of firms have it as a used as first 
priority, 75% as their second priority and only 6.25% as their third priority. Results from the 
cross table is reinforced with a Chi-square value of 9.62, implying that there is association 
between the different variables studied.  

Despite the fact that debts are more expensive to service over long term, some companies 
choose debt financing because it is much easier to find in the market – either through loans or 
via fixed income securities like debentures. In addition, there is much unwillingness of local 
investors to invest in shares while many corporations find it difficult in primary issue of 
shares. There is also a very poor liquidity on the SEM. People prefer alternative sources of 
saving their money and the growing number of bank deposits may explain this.  

Shaw (1973) asserted that due to market imperfections such as high cost of issuance and 
inflation, there will continue be hindrances in the development of the stock market, as is the 
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case in Mauritius. According to Stiglitz (1986), even if the credit markets are liberalized, 
information asymmetry between financial intermediaries and borrowers of finance/companies, 
the market rate of interest may not allocate credit efficiently. Poor disclosure practices by 
corporate may hinder the proper valuation of business and credit risk. This leads to potential 
errors and inherent weaknesses in the pricing of financial assets such as equities, debentures 
and bank loans.  

In this part, it is seen that firms prefer ordinary shares to debts. However, they have a greater 
preference for retained earnings which is the cheapest mode of financing available. Hence, 
firms are financially constrained since they rely on internal financing.  

In the next section, the different sources of finances for the largest firms as well as the 
financial difficulties faced are analysed. 

Financial difficulties of firms and sources of finance  

In order to determine the extent of FC of firms, they were requested whether they face 
financial problems and difficulties in obtaining financing for their projects. The results 
obtained from the survey are as follows and reported in table 10, which is a cross tabulation 
between “firms having financial problems and their corporate structure.” 

Out of the 100 firms surveyed, 68% face difficulties in raising finance while 32% do not face 
such problems. A CA coefficient of 0.80 confirms reliability of the survey undertaken. For a 
much deeper analysis, the extent of financial difficulties faced by the firms in the different 
group structure was also surveyed.  

Out of the firms that have financial problems, 50% are locally owned, 18% are foreign 
subsidiaries, 22% are family owned business while 10% are in corporate groups. Hence, local 
firms face more problems than those in other forms of corporate structure. Those in larger 
corporate group operate an internal financial market where those in need of financing can 
easily access it from the excess reserves of other companies within the group. 22% of firms 
facing financial problems are family-owned.  

This is indeed a pertinent issue that may be linked to the corporate governance structure of 
these firms. Family-owned companies tend to have bad corporate governance arrangements, 
which may lead to financial problems. A good association between the variables studied exists 
as denoted by the χ² value of 10.36. Moreover, the CA coefficient of 0.80 indicates reliability 
of the statistics obtained from the survey. More firms face financial difficulties, implying that 
they do not have easy access to financial resources in the external market, a direct indication 
of financial constraints.  

Table 10. Cross Tabulation: Firms having financial problems and corporate structure 
Financial problems Number of 

firms 
% locally 
owned 

% Foreign -
owned 

% Family 
owned 

% in corporate 
group relationship 

Total 

Yes 68 50 18 22 10 100% 
No 32 16 20 7 57 100% 
Total 100      
Cronbach's Alpha (CA) 0.80     
Chi-Square test statistic (χ²) 10.36  

Source: Survey. 

The companies surveyed were also requested to indicate the sources of finance employed in 
project financing and the results are produced in table 11 below. The latter is a cross 
tabulation between “the sources of finance and the forms of corporate structures.” It is seen 
that 58 firms use internal financing, 38 seek loans from banks while 4 indicated that they have 
other sources of finance. Of those firms using internal finance, 38% are foreign-owned firms 
while 62% of them are locally owned. However, 82% of them belong to a corporate group 
structure and therefore another one in the same group may use the finance of one company. 
Hence, firms are seen to be financially constrained by a greater usage of internal financing as 
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compared to external financing. The hypothesis that most groups operate an internal financial 
market is reinforced.  

Table 11. Sources of finance used & accessed by companies and corporate structures 
Sources of finance Number of firms % Locally owned % Foreign -owned % in corporate group 

relationship 
Use of internal financing 58 62 38 82 
Use of loans from banks 38 45 55 54 
Other sources 4 4 82 14 
Total 100 100 100 100 
Cronbach's Alpha (CA) 0.78   
Chi-Square test statistic (χ²) 13.24 

Source: Survey. 

It is seen that firms are financially constrained, as indicated by the financial difficulties they 
face as well as sources of finance employed. They mostly employ internal financing, 
especially those in corporate groups. Hence, even the largest firms face FC. In the next part of 
the Paper, we survey the results from a sample of 300 SMEs across the different sectors of the 
economy. 

5.3.2. Survey results from 300 small and medium enterprises 

A similar questionnaire that was used for the top 100 companies was adopted and the same 
methodology employed for the survey. The different results are reported and interpreted in the 
following paragraphs: 

Dividend payment behaviour and perceptions on same 

The pattern of dividend payment among 300 SMEs was surveyed. A response of 294 firms 
was received. Similarly to what was done for the top 100 companies, several questions were 
asked to the SME’s and the results reported in table 12 below. 

Managers were asked whether they perceive investment and dividend decisions to be 
interconnected and 85% of them responded in the affirmative, in contrast to a 100% response 
rate from the largest firms. This can be explained by the fact that some SMEs are mostly loss 
making and hence do not declare dividends. Yet, the majority of them can be regarded as 
financially constrained as they make investment decisions together with a decision of dividend 
payment or not.  

88% of these firms agree that they have inside and better information than outside 
stakeholders of the company, in contrast to a 97% response rate from the largest firms. The 
problem of agency is thus more acute in the largest firms than in the SMEs. This is because 
information is easily accessible or shared by these small and medium sized firms.  

96% of the SME’s surveyed indicated that they cut dividend payments when the company’s 
prospects are poor in order to adjust for current project financing, in contrast to 69% of the 
largest firms. SMEs are generally more financially constrained and they therefore cut dividend 
payments in order to have enough financial resources to fund current projects.  

This is reinforced by 76% of the SME’s, which responded that they would raise dividend only 
if they feel that the company would be able to sustain the increase in the future. 88% of the 
SME’s reported that uncertainty/volatility of a firm’s future earnings is reflected in reduced 
dividend payout while 84% responded that firms with high growth prefer to cut current period 
dividends payments, and 91% responded that those having feasible investment ventures prefer 
to plough back profits.  

These statistics were also high for the largest firms, implying that the SMEs are financially 
constrained and resort to internal financing. Such an analysis is further reinforced by 94% of 
the SMEs which responded that in conglomerate structures, the dividend policy of each 
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subsidiary is often determined by the holding company. One firm in the SME group finances 
its investment from finances available in the other SME in the same group.   

Table 12. Firms’ perceptions on dividend payment 
Financial variable of relevance to study Number of 

respondents 
Percentage 

Number of firms that perceive investment and dividend decisions to be 
interconnected 

251 85 

Number of firms having inside and better information about the future prospects 
of the firm than outside stakeholders 

259 88 

Number of firms that cut dividends when the company’s prospects are poor in 
order to adjust for financing of current projects 

285 96 

Number of firms that would raise dividend only if they feel that the company would 
be able to sustain the increase in the future. 

224 76 

In conglomerate structures, the dividend policy of each subsidiary is often 
determined by the holding company. 

275 94 

Uncertainty/volatility of a firm’s future earnings is reflected in reduced dividend 
payout 

260 88 

Firms with high growth prefer to cut current period dividends payments 248 84 
Firms with good investment projects prefer to plough back profits 268 91 

Source: Survey results. 

By looking at Cronbach’s Alpha of 0.776 as well as Split-Half Coefficient of 0.769, the 
survey results are deemed to be reliable. In this section, it is seen that SMEs are financially 
constrained as indicated by their reliance of internal funds in contrast to external funds, 
operation of an internal financial market for those in group structure and investment and 
dividend decision being jointly determined. It is seen that firms cut dividends in order to 
adjust for the financing requirements of the firm. In the next section, the forms of dividend 
payments as well as the types of dividend policies adopted is analysed.  

Table 13. Reliability tests of survey 
Cronbach's Alpha (CA) Guttman Split-Half Coefficient No of Items 
0.776 0.769 8 

Source: Survey results. 

Forms of dividend payments by SMEs 

Compared to the results obtained for the top 100 companies, the form of dividend payout for 
the 300 SMEs surveyed is totally from cash. Looking at the other types of dividend policies 
adopted by the SMEs, it is noted that 78% is based on Dividend payment based on earnings, 
cash availability and capital expenditure budget for the following year, representing 228 
companies, 12% is based on constant dividend rate with increases in three years or so, 
representing 35 companies and 12.33% is based on substantially all investment income as 
dividends, representing 37 companies. These are further detailed in the following tables. 

Table 14. Forms of dividend payments 
Forms of dividend payments Number of SMEs Percentage 
Cash 297 100 
Bonus 0 0 
Share Repurchase 0 0 
Others 0 0 

Source: Survey. 

Table 15. Reliability tests 
Cronbach's Alpha (CA) Guttman Split-Half Coefficient No of Items 
0.837 0.828 4 

The survey results in table 14 are deemed reliable as indicated by both the CA coefficient and 
the SHC.  
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Table 16. Other types of dividend policies adopted by the SMEs 
Common dividend Policy Number of 

companies 
Percentage 

Constant dividend rate with increases in three years or so 35 12 
Dividend payment based on earnings, cash availability and capital 
expenditure budget for the following year 

228 78 

Substantially all investment income as dividends 37 13 
Others 0 0 

Source: Survey. 

Table 17. Reliability test 
Cronbach's Alpha (CA) Guttman Split-Half Coefficient No of Items 
0.837 0.828 4 

Source: Survey. 

The results in the above table indicate that most firms are financially constrained since their 
dividend payments are based on earnings, cash availability and capital expenditure budget for 
the following year. Very few of them have a constant dividend rate policy due to uncertainty 
and volatility of earnings for SMEs. SMEs having substantially all investment income as 
dividends may not have adequate investment skills or take all earnings as dividends, which 
represent their salaries. By looking at Cronbach’s Alpha, the survey is deemed to be reliable. 
The analysis is reinforced with the following cross tabulation between the forms of dividend 
payments and the payment patterns.  

Cross tabulation: Forms of dividend payments/policies and payment patterns 

Table 18. Forms of dividend payment and payment patterns 
Frequency of dividend payments/→→→→→→→→→ Always Often Sometimes Rarely Never 
Forms of dividend payments↓↓↓      
Cash    300  
Bonus     0 
Share Repurchase     0 
Others     0 
Chi-Square test statistic (χ²)  8.54 

Source: Survey. 

It is observed that those SMEs that have a cash dividend policy do not do so frequently. This 
implies that cash resources are rarely available to pay dividends. Instead, it is ploughed back 
for future use in the business. This reinforces the hypothesis that SMEs are financially 
constrained.  

The results of the preferred choice of financing adopted by SMEs for long-term projects are 
analysed. The cross tabulation result indicates that there is an association between the form of 
dividend payments as well as the pattern of such payments, as indicated by the chi-square 
value of 8.54. 

Preferred choice for financing long-term projects  

In the survey conducted, companies were requested to indicate their choice between ordinary 
shares, debentures and loans. There is no expressed preference for ordinary shares and only 
3% for debts. Such companies prefer retained earnings, which represents 97% as they face 
difficulty in accessing finance as they have no collaterals to offer. The results are illustrated in 
the following table and cross tabulation: 

Table 19. Forms of financing 
Forms of financing Number of firms Percentage 
Ordinary shares 0 0 
Loans and debentures 8 3 
Retained earnings 286 97 
Cronbach's Alpha (CA) 7.65 

Source: Survey. 
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Table 20. Cross tabulation between financing choices priority and sources of finance 
Financing choices→→→→→ 
Priority↓↓↓ 

Retained earnings Ordinary shares Debentures and loans 

First 265   
Second 21  1 
Third 0  7 
Total     
Chi-Square test statistic (χ²) 11.35 

Source: Survey. 

It can be observed that retained profits are the first priority, debentures and loans as the 
second choice of the SMEs. 265 companies viewed retained earnings as their first choice as 
they face difficulty in accessing debentures and loans given their magnitude of their assets and 
the fact that they have little to give in terms of collateral. Only 21 SMEs which used retained 
earnings as a source of finance use same as a second priority only. Those SMEs who use loans 
and debentures, only one firm indicated this as a second choice while 7 firms use loans and 
debentures as their third priority. 

Moreover, there is much unwillingness of local investors to invest in shares of small companies 
deemed to be very risky. There is also a very poor liquidity on the SEM. People prefer alternative 
sources of saving their money and the growing number of bank deposits may explain this.  

These results culminate the fact that the SMEs follow a hierarchy of finance where retained 
earnings in the first choice, followed by debts and debentures, in line with the POH. The 
results are similar to those obtained for the largest firms, that is, SMEs prefer internal 
financing such as retained earnings. However, SMEs are more financially constrained than the 
large firms since the survey results that some large firms do use loans and debentures. This 
may be explained by their size and collateral that they may offer to financial institutions.  

In the next section, the results from the financial difficulties of firms and the sources of 
finance employed are reported. 

Financial difficulties of firms and sources of finance  

Firms surveyed were requested whether they face financial problems and whether they face 
difficulties in obtaining financing for their projects. Out of the 294 firms surveyed, 96% face 
troubles in raising finance while 4% do not face such problems.  

Most of the SMEs (55%) who face financial problems are locally owned while 35% are 
family owned. The latter implies that even those operating under family owned enterprises 
lack collateral security to offer and thus have problems in obtaining finance. Only 5% of the 
SMEs which are in corporate group structure and those which are foreign owned face 
financial difficulties.  The results are provided in table 21 below.  

In contrast, those firms that do not face financial difficulties are mostly found in a group 
structure. They operate an internal financial market and those with excess cash resources 
finance profitable projects for firms in the same group. These results are reported in the 
following cross tabulation between whether firms face financial problems or not and their 
structure. The reliability tests are acceptable with a good chi square value of 12.35 as well as a 
CA coefficient of 0.773.  

Table 21. Firms having financial problems and corporate structure 
Financial problems Number of 

firms 
% locally 
owned 

% Foreign 
-owned 

% Family 
owned 

% in corporate 
group relationship 

Total 

Yes 283 55 5 35 5 100% 
No 11 5 5 5 85 100% 
Total       
Cronbach's Alpha (CA) 0.773     
Chi-Square test statistic (χ²) 12.35  

Source: Survey. 
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Companies were requested to indicate the sources of finance employed in project financing 
and the results are produced in table 22 below which is a cross tabulation between the sources 
of finance used and corporate structure. It was found that 287 firms use internal financing, 7 
seek loans from banks. Of those firms using internal finance, 20% are family-owned firms 
while 75% of them are locally owned. However, 5% of them belong to a corporate group 
structure and therefore another one in the same group may use the finance of one company.  
For those companies who use loans from banks, 85% are locally based companies, 13% are 
foreign owned while 2% are in corporate group structure.  

The results found in this section indicate that most firms, especially those who are locally 
owned use internal financing and are financially constrained. In contrast, those in group 
structure and which are foreigned owned use less internal financing as they may easily obtain 
financing from their counterparts in the group. Both the CA coefficient of 0.851 and the Chi-
square value of 11.65 are acceptable.  

Table 22. Sources of finance used and accessed by companies 
Sources of finance Number of firms % Locally owned % Foreign -owned % in corporate group 

relationship 
Use of internal financing 287 75% 20% 5% 
Use of loans from banks 7 85% 13% 2% 
Other sources     
Total 100 100 100 100 
Cronbach's Alpha (CA) 0.851   
Chi-Square test statistic (χ²) 11.65 

Source: Survey. 

A similar pattern of results were obtained for the largest firms in part A whereby the local 
firms face more financial problems than those which are either foreign owned or are in group 
structure. Moreover, most of them use internal financing, especially those who are in group 
structures. 

 

6. Conclusion 

The results obtained are different from the surveys conducted by Kounouwewa and Chao 
(2011), Savignac (2009), Bonnet et al. (2005), Kira (2013) and Canton et al. (2010) since 
these authors have used different approaches to measure FC.  

This Paper has attempted to supplement the existing results available in the literature on the 
measurement of financial constraints in an emerging economy like Mauritius. A direct attempt 
has been made to study the FC of both the largest firms and the SMEs via their dividend 
payment behaviour, policies and perceptions on same, their preferred choice of financing long 
term projects, whether firms face difficulties in accessing financing and the sources of finance 
used.  

To this end, a deductive approach has been used through a survey of a stratified sample of 100 
largest firms and a simple random sampling of 300 SME’s. It is found that both large and 
SMEs perceive investment and dividend decisions to be interconnected and managers have 
better insider information than outside stakeholders. Large firms cut dividend payments when 
the firms’ prospects are poor, there is uncertainty in the firms’ future earnings, and they would 
only increase the payment if the company would be able to pay in the future. Moreover, 
dividend payment behaviour of such companies can be dictated by analysing the performance 
of such companies.  

In conglomerate structures of large firms, the dividend paid by a subsidiary is dictated by the 
holding company, as well as the cash needs of other firms in the structure. Firms with high 
growth prospects prefer to cut dividend payments and use the funds for future investments. 
Hence, most large firms have a preference for bonus issues rather than cash dividend 
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payments. They have a tendency to defer dividend payments for the future. Large firms prefer 
to issue ordinary shares, rather than taking debts in the market.  Most of the large firms 
surveyed, especially those that are family-owned, face difficulties in raising external 
financing. Thus, they prefer internal finance in terms of retained earnings as their first choice 
of financing.  

Compared to the large firms, the dividend payment of SMEs is mostly from cash resources 
available in the firm. Moreover, most dividend payment of SMEs is dictated by earnings, cash 
availability and capital expenditure budget for the following year. Very few SMEs have a 
constant dividend pay-out rate, hence making dividend payment behaviour unpredictable.  
Most of the SME’s also prefer to use internal financing rather than taking debts or issuing 
shares. As is the case for large firms, SMEs also face a lot of inconvenience in obtaining 
external financing. However, those on group structure face fewer problems.  
 
 
 
Notes 
 
(1) Henceforth FHP. 
(2) Their results were more robust than FHP since they found a more significant coefficient of Tobin’s Q in their 

investment equations.  
(3) Marginal Q also. 
(4) Other debates include KZ (2000) and FHP (2000). 
(5) However, there are some disadvantages. Answers are structured, and respondents may feel that limited 

choices are imposed on them. The research might be a bit shallow and often gradation and opinions, which 
would have given a greater insight into the phenomenon, will be lost. 

(6) Actual values to exceed critical values. 
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1. Introduction and research motivation 

Efficient allocation of capital is of utmost significance for firms and ultimately to the 
economy. With development of the banking sector, government’s intervention (either directly 
or indirectly), regulation and political connection, it is important to investigate the relationship 
between political connection and efficient allocation of capital in firms. Moreover, efficient 
allocation of finance influences not just the credibility of companies and of the economy but 
also the vital fundamental responsibilities of a country.  

Because of asymmetric information, efficient allocation of finance expects firms to be strictly 
disciplined and demand strict supervision and good administration of government sectors. When 
they serve the citizens through a tight budget, the government seems to utilize powers to take an 
interest in certain financial movement concerning political associations with enterprises, hence 
opening opportunities for a couple of advantaged people to derive excess income.  

Guaranteeing efficient allocation of capital/finance, initially relies upon sound laws and 
regulations. Moreover, government divisions must work towards enforcing the law, introduce 
proper rules through the Regulator (Central Bank), and avoid preference or rent seeking 
activities. Secondly, the firms need to regulate their own internal systems to ensure efficient 
allocation of finance and keeping the ethics of the industry.  

From the point of view of game theory, by building static and dynamic game models, this paper 
innovatively breaks down the game relationship of political associations between government 
and firms which affect the efficient allocation of capital in Mauritius. It additionally uncovers 
that political associations between the government and firms that determine the allocation of 
finance. This paper illustrates political connections in the allocation of funds and thus 
contributes to the theoretical literature in the field for the case of Mauritius. 

 

2. Organisation of the paper 

The Paper is organized as follows: Following the introduction in section 1, section 3 reviews 
the different theoretical underpinnings regarding the relationship between politics and firms. 
Application of Game theory in corporate finance is made in section 4 while section 5 
undertakes this analysis for firms in Mauritius. Section 6 concludes the Paper. 

 

3. Theoretical development 

Several reasons for corporate political behaviour have been advanced in the literature. These 
include increasing profits, to maintain market, maintain image in the market and for their 
private interests the impact of government policies however, is not equal across all firms. 
Different firms operating in different operating environment have different expectations from 
the government in power. Hence, firms use the political resources available to get benefits 
such as reduced costs of capital, reduced uncertainty in the market and increased profitability.  

Corporate political activities affect the performance of firms. Many corporates are involved in 
political activities through political donations, direct lobbying and bribing.  Companies use 
several tactics to influence the government decision and to extract benefits from them in terms 
of access to markets or to chapter capital. These companies conduct corporate political 
behaviour and Business–Government relations and lobbying. 

A political economy strand has been taken to clarify financial regulation where by political 
bodies electorate influence policy reforms and their timings. Additionally, politics influence 
the control of power between small investors and big investors in corporate fund, by 
establishing regulation to secure the minority investors. Government can have a much more 
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straightforward impact over organizations by taking a direct stake in their proprietorship 
structure or by divesting from them. Institutional and legal consideration have been regarded 
while talking about capital streams from one nation to the other. In a similar domain, 
distinctive sorts of financiers and shareholders insurance exist in various nations. 
Furthermore, following Stiglitz's (1999) famous paper on market failures in the economy, 
politicians mediate and intervene during bank failures and during other economic recession. 

Researchers have shown a positive link between political connections and corporate 
performance (e.g., Hansen and Mitchell, 2000). Hill et al. (2013) used an indicator of political 
connection, namely corporate lobbying activity in terms of expenditures with a panel data set 
of 2,159 firm years across 324 unique US S&P 500 companies over the period 1996-2006. 
They found that the level of cash holdings by the firm was dependent on the extent of political 
lobbying by the firm. The higher the lobbying expenditure, the less financially constrained the 
firms were and they kept less cash flow to finance expenditures. This is because they could 
easily access finance in the external market. These results were robust after controlling for 
other factors affecting the firms, that is demand for liquidity position as well as econometric 
formulations.  

There have been numerous studies on the involvement of politics with finance availability of 
companies. Politically connected firms had a higher chance of accessing credit (Hasan et al., 
2013) and have easier access to finance (Chan et al., 2012b), compared to family owned 
business which relied heavily on internal finance (Xu et al., 2013).  

Some previous studies are witness that firms which provide political contributions for 
elections experienced higher stock returns, contrary to those which did not contribute 
(Claessens et al., 2008). This is because politicians use their power to ease bank financing to 
firms which have helped financially to win elections. 

Richter et al. (2009) revealed that political connections enabled easy access to finance in 
different countries, notably equity finance. Moreover, political connections have a much 
higher significance in accessing international finance, as compared to political connections 
locally. However, Leuz and Oberholzer-Gee (2006) found that politically connected firms 
(PCF) are less likely to access finance in the international market than firms without political 
ties. Even though, PCF benefit from easy financing and have a greater market share, they have 
poor accounting performance that non-PCF (Faccio, 2006, 2010).  

However, it is also empirically proven that, PCF are detrimental for the economy (Khwaja and 
Mian, 2005). The effects are more pronounced when the politicians move out from power 
leading to reduced access to bank financing by the concerned enterprise (Dombrovsky, 2008).  

Jiangtao et al. (2015) analysed the behaviour of firms in Indonesia over the period September 
to December 2014. The main research interest was to test the relationship between political 
and economic connections of firms with the level of financing access. With a sample size of 
296 firms in 5 sectors and across 17 cities, they found that political connections resulted to 
preferential access to financial resource via easier access to preferential loans from state-
owned banks, and political connections acting as a collateral in access to finance. For a much 
deeper analysis, they illustrated that informal connections to political parties in government 
had a higher influence to have access to finance that formal connections. However, the 
research found that political connections resulted to easier access to finance but to lower 
productivity sectors.  

Tang et al. (2016) used a Dynamic Stochastic General Equilibrium model to prove that firms 
with political connections had a higher loan to value ratio than those which were not 
connected. State enterprises had political connections than other private firms and hence had a 
higher ratio. This was an intensive research conducted with primary data, known as 
Discriminary Credit Constraint. Data from Chinese manufacturing firms were used. 
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Hasan et al. (2014) investigated the relationship between political connections and access to 
finance in Poland with Panel data over the period 2001 to 2011. It was found that 128 out of 
349 firms were politically connected and had a higher chance of accessing credit. Political 
connection was measured by a person in the firm who left politics a few years ago. The 
political ties and their impact of firms’ financing was stronger with relationship with central 
government than with local authorities. This result was proved in alternative sensitivities, 
notably when different analysis was made for different conditions in the loan market. 

Chan et al. (2012b), used a database of 1347 entities over the period 2005-2007 and found that 
politically connected firms were not financially constrained. Xu et al. (2011) analysed the 
same issue for the period 2000 to 2007 for Chinese family owned business. They found that 
these businesses relied heavily on internal cash flows to finance investment. However, those 
who were close to political parties in power could access cheaper funding from banks and 
hence ease their financial constraints. 

Houston et al. (2012) collected primary data for 500 companies over the period 2003-2008 of 
listed companies in the US. Their results found that the cost of bank loans was significantly 
lower for companies that had a board member with political parties. This result was more 
pronounced for corporate with more government procurement dependence, less relationship 
lending, lower credit ratings, for firms facing stronger foreign competition and for firms 
during the recent global financial crisis. They analysed firms before and after democratic 
elections of 2006. It was found that firms which helped the political party in power 
experienced a decline in their cost of debt. They found that political parties in power influence 
positively the decision of a bank to grant a loan to firms with who they are close.  

Using date from 234 politically connected firms in 12 developed and 11 developing countries 
over the period 1989 to 2003, Boubakri et al. (2012) found that companies which were close 
to politics had better performance through a better and increased access to bank financing. 
They used ties to politicians in their methodology. 

Chan et al. (2011) investigated financial constraints and political connections in China. They 
found that politically connected firms were less financially constrained. As a measure of 
political connection, they tested whether the CEO was a government official, military officer 
or someone with a political ranking or ministerial level. 12400 firms were used in this study to 
provide a direct test as to whether was affected by political connections and whether 
government connections matter in FC. Several sensitivities with investment model were used. 

 

4. Application of game theory in corporate finance 

Game theory and decisions have been applied in various literature in corporate finance. This is 
because stakeholders are interrelated to each other, such that more dividends payments imply 
less internal funds available. Finance has a wide-ranging purpose but specifically with how 
the reserve funds of investors are distributed through financial markets and intermediaries to 
firms and who utilize them to finance their exercises.  

Capital structure manages the company's choice to raise finance through debt versus equity 
and what proportion of debt to equity must the firm keep up. In 1984 Myers and Majluf built 
up a model founded on asymmetric information that claims that management has superior 
information of the forecast of the firm than the capital markets. On the off chance, that 
managers believe that the market is as of now underestimating its company's value (equity) 
then it will be reluctant to raise cash through an equity issue since it will offer the stock at a 
markdown. Then again, managers may be enthusiastic to issue equity if it believes its stock is 
overrated, because it will offer its stock at a premium.  
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Financial specialists and investors are not unstimulating and will foresee that managers will 
probably issue stock when they think it is overestimated while idealistic managers may cross 
out or concede issues. Consequently, when an equity issue is declared, speculators will write 
down the cost of the stock in like manner. In this way equity issues are viewed as an awful 
flag or bad signal, even organizations with overrated stock would lean toward another 
alternative to raise cash to evade the mark down in stock cost. Firms usually avoid using 
information sensitive sources of finance. This prompts the pecking order of corporate 
financing: Retained earnings are the most favoured, trailed by debt, followed by securities, for 
example, convertible security and finally equity. 

Another presentation of game theory to capital structure revolves around the concept of 
agency costs. In 1976 Jensen and Meckling depicted two sorts of agency issues in companies: 
One between equity owners and bondholders and the other amongst managers and equity 
owner. The former emerges because the proprietors of a levered firm have a motivation to 
take riskier projects to the detriment of bondholders. Stockholders of levered firms win when 
management increases business risks since they get the surplus when yields are big however 
the bondholders suffer the most when default happens. Bondholders' worth does not grow 
with the estimation of the firm, in this way they might want the firm to take easy wins to limit 
the danger of default. Equity holders then again, get whatever is remaining in the wake of 
paying back bondholders. They might want to see the upside capability of the organization 
amplified and this happens through taking on risky assignment (greater yields are created 
through adoption riskier projects). There is an irreconcilable circumstance between equity 
holders’ eagerness for business risk and bondholders’ antipathy for business risk. 

The second clash emerges when equity owners can't completely control the activities of 
managers. This happens when directors have an impetus to seek after their own advantages as 
opposed to those of the equity holders. Official remuneration as alternative contracts can 
encourage managers to settle on riskier choices trying to gain the highest return from the call 
options. Higher risk expands the worth of an option, however risk can likewise make a stock 
value take a plunge. 

One of the ideas driving proficient markets is the market for corporate control. The market for 
corporate control says that with the end goal for assets to be utilized effectively, organizations 
should be controlled by the most capable and competent managers. One approach to 
accomplish this is through corporate acquisitions. An organization is not liable to buy another 
organization except it believe it can run it superior to the present administration. This can be 
through new administrations or synergies that happen due to the operational productivity of 
the consolidated firms. Shareholders of the organization to be amassed, understand that the 
new management will keep lead their organization more proficiently and in this way their 
shares will be worth more than before the purchase of their company. 

 

5. Application of game theory in understanding the decisions of firms in Mauritius 

In this section, we develop a unique Game theoretical Analysis to test the existence of 
political connections of firms in Mauritius. A decision tree analysis, with Nash Equilibrium 
are solved to make decisions about corporate political behaviour.  

5.1. Static game between the government and companies 

5.1.1. Establishment of the static model  

Consider the behaviour 

We must clear the conduct of the members, to be specific, the government and firms and in 
addition their conduct in allocating capital. Static game is the rule that participant either 
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participate in the selection simultaneously, or on the off chance that they are not in a similar 
choice, the last performer does not know the particular move that had been made before in the 
game. The game between the government and firms constitutes a static game where they are 
aware of all information. 

Table 1. Game matrix of the government and firms. 
Firms Government through Central Bank  
 Supervision through Central bank 𝑝1  Nonsupervision  

1 − 𝑝1 
Efficient allocation of funds 𝑝2 π−α2, − α1 π−α2, 0 
Non efficient allocation of funds1 − 𝑝2 α3 − α1 0,− α5 

Source: Author. 

Table 2. Game matrix of the government and manufacturers. 
Firms Government through Central Bank  
 Supervision through Central bank 𝑝1 Nonsupervision 

1 − 𝑝1 
Efficient allocation of funds 𝑝2 π−α2, − α1 −α3, α3 − α1 
Non efficient allocation of funds 1 − 𝑝2 π−α2, 0 0, −α4 − α5 

Source: Author. 

Assumptions 

The cost used by Government/Central Bank to regulate banking sector and safe behaviour of 
firms by administration, economic, legal, and other means is 𝛼1 and its probability is P1. If 
firms can recognize the importance of efficient allocation of finance by following the 
guidelines and paying their interest, the cost paid should be 𝛼2. This can be measured by list 
of bad debts or numbers of non-performing loans. The intangible benefit bought by the 
credibility through the society is 𝜋 which has a probability of P2. If firms focus on short term 
interest revert to bad governance and behave contrarily to the rules of the Central Bank, 
damage to social image is α3. α4: The lost social cost when negative political connections are 
established between government and firms. That is, if their objectives are not aligned with 
shareholders’ interests. It leads to reputational damage. To measure this, take a sample of 
companies, study their objectives compare it to shareholders interest. The cost of losing 
government credibility is α5. 

If the government does not deal with efficient allocation of finance to firms properly, its 
image will tarnish. At the point when 𝛼5 is less than 𝛼5 – 𝛼5, Nash equilibrium happens 
(disregarding efficient allocation of capital and supervision). The lost social cost 𝛼4 caused by 
negative political associations should to be ascribed to the government because the loss of 
social cost is substantially higher than the cost when the government ensure regulation of the 
banking sector, which is 𝛼1− 𝛼3 < 𝛼1 < 𝛼4. Along these lines, social weight triggers the state 
to utilize different methods to direct and ensure efficient allocation of finance. The game 
matrix of the political associations between the State through the Central Bank and firms is 
displayed in Table 2. 

Solving the game model 

The expected revenue function of political connections between firms and the government is 
shown by the following: 

𝐸𝐺 = 𝑝1 [−𝑝2α1 + (1 − 𝑝2) (α3 − α1)] + (1 − 𝑝1) (1 − 𝑝2) (−α4 − α5), 

= −𝑝2α1 + (1- 𝑝2) (α3 − α1) + (1 − 𝑝1) - (1 − 𝑝2) (−α4 − α5), 

 = −𝑝2α1 + α3- 𝑝2α3 − α1 + 𝑝2α1 + 1 − 𝑝1 – [−α4 − α5+ 𝑝2α4 + 𝑝2α5], 

= −𝑝2α1 + α3- 𝑝2α3− α1 + α4 + α5 - 𝑝2α4 - 𝑝2α5 =0 

= −𝑝2 (α3 + α4 + α5) + α3 -α1+ α4 + α5 = 0 
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−𝑝2 (α3 + α4 + α5) = α1 – (α3 + α4 + α5)  

𝑝2 (α3 + α4 + α5) = (α3 + α4 + α5) -α1  

𝑝2 = 
    

 
 

P2
* = 1- 

 
 

𝐸𝐺 = 𝑝2 [𝑝1 (π − α2) + (1 − 𝑝1) (π− α2)] − (1 − 𝑝2) 𝑝1α3.      (1) 

 = 𝑝1 (π − α2) + π− α2 - 𝑝1π + 𝑝1 α2 + 𝑝1 α3 

𝑝1π − 𝑝1 α2 + π− α2 - 𝑝1π + 𝑝1 α2 + 𝑝1 α3 = 0 

π − α2 + 𝑝1 α3 = 0 

𝑝1 α3 = α2− π 

P1
* = , 

The solved mixed strategy Nash equilibrium [12] is 

P 1
* = , P2

* = 1- 
 

            (2) 

The relation between 𝑝∗1 and 𝑝∗2 is 

P*
2 =1- 

∗  
∗ ∗

,        (3) 

The first derivative of 𝑝         (4) 

P2
*' =1- 

∗  
∗ ∗

, 

When π − α2 > 0, π > α2, P2
*'> 0, and P*

2 is an increasing function 

 

Results analysis 

Equation (3) illustrates that the smaller the governmental regulatory cost through the Central 
Bank α1, the greater the social cost α4 and the lost credibility α5 caused by the government 
failure to regulate and the greater the 𝑝2 probability of firms esteeming efficient allocation of 
finance. 

Equation (4) demonstrates that when the profits a firm gains due to probability are greater 
than its cost of regulation, the probability 𝑝2 of valuing the efficient allocation of finance 
increases along with the rising of probability 𝑝1 of the supervision of the government. 

5.2. Dynamic game between the government and companies 

Dynamic game implies that the activities of people included follow an order and that the 
activity of the previous individual can be seen by the last mentioned. In light of the 
incorrectness of the data, for example, the attributes of different members, the strategy space, 
and payoff function and the guideline of order and repeating a game incorporates, the game 
between the State and firms constitutes a dynamic round of incomplete data. 
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Foundation of the dynamic game model 

Suppositions:  
(a) the cost utilized by the government or Central Bank to monitor the good conduct of firms 

by regulatory, economic, legitimate, administrative, and different methods is 𝛼1, and its 
likelihood is 𝑝1; 

(b) if the firms can realise the significance of efficient allocation of finance by following the 
guidelines and effectively participate with government directions, the cost paid ought to 
be 𝛼2, and the impalpable advantage brought by credibility is π1, which has a probability 
of 𝑝2; If firms focus on short term interest revert to bad governance, and behave contrarily 
to the rules of the Central Bank, damage to social image is 𝛼2 and the cost of the 
credibility is 𝛼4;  

(c) in the case that the government misuse power (with a likelihood or probability of 𝑝3), if 
the firms don't ascribe significance to efficient allocation of funds and bribe. σα2 (0 < σ < 1) 
the pertinent government authorities so as to avoid sentence, the likelihood of bribery is 
𝑝4. In the event that the government authorities consume bribes σα2 of firms as their own 
income, the loss of credibility is 𝛼5; under the condition that firms neither connect 
significance to efficient allocation of funds nor to bribing the state, the fine charged from 
firms by the pertinent government authorities because of misuse and abuse of power 
ought to be βα3, β > 1;  

(d) if the government authorities don't mishandle their power, rather they will submit the 
bribe σα2 and the fine 𝛼3 to the treasury on their own, and the state will give legitimate 
impetuses β(σα2 + α3) 0 < β < 1 for them; 

(e) important government authorities don't oversee and firms don't join significance to 
efficient allocation of capital, causing genuine effect on society. Losses caused by the 
defaulting of significant government authorities are α6 (counting loss of credibility and 
the subsequent loss of social expenses).  

The game tree of the state and the firms is illustrated in Figure 1. 

Figure 1. Game tree of government and the manufacturers. 

Government 

 

 

 

 

 

 

 

 

 

Source: Author. 

Revenue of each node in the game tree: 
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5) (−α6, 0) 

6) (−α1 + σα2 − α5, −σ α2 − α4) 

7) (−α1 + μα3 − α5, −μα3 − α4) 

8) (−α1 + β(σα2 + α3), −σα2 − α3 − α4) 

9) (−α1 + βα3, −α3 − α4). 

Seeking Nash equilibrium in dynamic game problem 

This backward induction method is for this dynamic game problem to seek the equilibrium 
value. Firstly, expectation of node 3 is computed. Consider 

𝐸11 = 𝑝3𝑝4 (−α1 + σα2 − α5) 

+ 𝑝3 (1 − 𝑝4) (−α1 + μα3 − α5) 

+ (1 − 𝑝3) 𝑝4 [−α1 + β(σα2 + α3)] 

+ (1 − 𝑝3) (1 − 𝑝4) (−α1 + βα3),          (5) 

𝐸12 = 𝑝3𝑝4 (−σα2 − α4) 

+ 𝑝3 (1 − 𝑝4) (−μα3 − α4) 

+ (1 − 𝑝3) 𝑝4 (−σα2 − α3 − α4)        (6) 

+ (1 − 𝑝3) (1 − 𝑝4) (−α3 − α4). 

The Nash equilibrium of formula (5) and formula (6) is sought as follow: 

 = 𝑝4 (−α1 + σα2 − α5) + (1 − 𝑝4) 

       × (−α1 + μα3 − α5) 

       − 𝑝4 [−α1 + β (σα2 + α3)] 

       − (1 − 𝑝4) (−α1 + βα3) = 0, 

= 𝑝3 (−σα2 − α4) − 𝑝3 (−μα3 − α4) 

      + (1 − 𝑝3) (−σα2 − α3 − α4) 

      − (1 − 𝑝3) (−α3 − α4) = 0, 

P*
3 =  , P*

4 =
 

 

Substituting (P*
3, P*

4) into formula (5) and formula (6), we can obtain 

𝐸*
11= −α1 + 𝛼β𝑝*

4α2 + βα3, 

𝐸*
12= 

    
 α2 − α3 − α4.         (8) 

Second, the expected value of node 1 is calculated as follow: 

𝐸*
21 = − 𝑝1 𝑝2α1 − (1 − 𝑝1) (1 − 𝑝2) α6 + 𝑝1 (1 − 𝑝2) 𝐸*

11, 

𝐸*
22 = −(1 − 𝑝1) 𝑝2α2 + 𝑝1𝑝2 (π1 − α2) + 𝑝1 (1 − 𝑝2) 𝐸*

12      (9) 

We can seek the Nash equilibrium of the game problem as follows: 

  = −𝑝2α1 + (1 − 𝑝2) α6 + (1 − 𝑝2) 𝐸*
11= 0, 
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 = − (1 − 𝑝1) α2 + 𝑝1 (π1 − α2) − 𝑝1 𝐸*
12= 0.      (10) 

First equation 

𝐸*
21 = − 𝑝1 𝑝2α1 − (1 − 𝑝1) (1 − 𝑝2) α6 + 𝑝1 (1 − 𝑝2) 𝐸*

11, 

 = −𝑝2α1 + (1 − 𝑝2) α6 + (1 − 𝑝2) 𝐸*
11= 0, 

     = −𝑝2α1 + α6 - α6 𝑝2 + 𝐸*
11 - 𝑝2 𝐸*

11 =0 

Regroup all 𝑝2 on one side and the rest to the other side. 

 −𝑝2α1 - α6 𝑝2 - 𝑝2 𝐸*
11 = - α6 -𝐸*

11 

 −𝑝2 (α1+ α6 + 𝐸*
11) = - α6 -𝐸*

11 

Common negative, therefore from – to + 

𝑝2 (α1+ α6 + 𝐸*
11) = α6 +𝐸*

11 

P*
2 = 

 ∗

 ∗  

Second equation 

𝐸*
22 = −(1 − 𝑝1) 𝑝2α2 + 𝑝1𝑝2 (π1 − α2) + 𝑝1 (1 − 𝑝2) 𝐸*

12 

 = − (1 − 𝑝1) α2 + 𝑝1 (π1 − α2) − 𝑝1 𝐸*
12= 0.                           

− α2 + α2 𝑝1 + 𝑝1π1 –𝑝1α2 - 𝑝1 𝐸*
12 = 0 

Group all P to one side and the rest to the other side. 

α2 𝑝1 + 𝑝1π1 –𝑝1α2 - 𝑝1 𝐸*
12 = α2 

𝑝1π1 - 𝑝1 𝐸*
12 = α2 

𝑝1 (π1 - 𝐸*
12) = α2 

P*
1 = 

 
∗  

Nash equilibrium obtained is 

P*
1 = 

 
∗  , P*

2 = 
 ∗

 ∗         (11) 

 

6. Conclusion 

This Paper has applied Game theory and decision tree analysis in order to model corporate 
political behaviour in Mauritius. The conclusion is as follows: 
(a) The possibility of government enforcement of regulations is identified with the costs of 

esteeming efficient allocation of firms, the benefits securing the authority and its 
integrity, and their anticipations. The more the firms esteem the cost of efficient 
allocation α2, there is a greater probability of government control 𝑝∗1. The greater the 
revenue π1 by ensuring the credibility, there will be less possibility of government control 
𝑝∗1. The bigger 𝐸∗12 is, the more noteworthy the willingness of firms’ accentuation on 
efficient allocation of capital and the less the likelihood of government regulation 𝑝∗1 
will be. 

(b) The probability of firms' underscoring on efficient allocation of capital is associated with 
the supervision costs, estimated income, and the loss of credibility of the important 
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government officers. The greater the government enforcement and regulatory cost α1 is, 
the smaller the 𝑝∗2 is. The greater the estimated income of government officers in the 
primary stage 𝐸∗11, the greater the 𝑝∗2. The bigger the loss of government credibility α6, 
the greater the 𝑝∗2. 

(c) The probability of important government authorities mishandling power is related with 
the underlying components: the greater σ the higher the bribe σα2 and there is more 
possibility that government officials are tempted. Accordingly, 𝑝∗3 will be greater. The 
higher the fines charged by the unjust government, the lesser the likelihood and 
probability 𝑝∗3 of mishandling authority of government officials in light of the fact that 
the firms will start to append significance to efficient allocation of finance so as to keep 
away from fines and sentences. 

(d) The likelihood 𝑝∗4 of corruption of firms is associated with the variables: when payment 
made to government offices are uneven with the sum they transform into the state 
treasury, the relevant government authorities will have more inclination to exhaust funds. 
Hence, the arrangement of rent seeking conduct between the state and firms will be 
invigorated. The more prominent the likelihood or probability 𝑝∗4 of the gift/bribery of 
firms, the bigger the loss α5 of government credibility coming about because of the 
mishandling of power and the smaller the likelihood of bribery of firms. 

The present Paper lays emphasis on the theoretical underpinnings. The next part of this 
research estimates the above equations with real market data collected in order to empirically 
prove the corporate political associations in Mauritius.  
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Abstract. Before the 2008 financial crisis, credit institutions were aware that if they were large enough 
they would be rescued with tax-payers’ money, an action also known as bail-out, what became known 
as “too big to fail”. The BRRD proposes a legal framework that aims at eliminating the possibility of 
bailing-out credit institutions. This paper has the objective of assessing through a game theory analysis 
to what extent the BRRD has the potential to achieve its purpose and if there are identifiable 
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Introduction 

Following the financial crisis of 2007-2008, the European Parliament introduced in 2014 
through the Bank Recovery and Resolution Directive (BRRD), at European level, a legal 
framework with the main purpose to prevent public funds to be used for saving failing credit 
institutions, a salvage action also known as “bail-out”.  

The economic cost of the financial crises has been significant, the median output loss (computed 
as deviations of actual output from its trend) reaching 25 percent of GDP in recent crises 
(Laeven and Valencia, 2010). A total of 5.1 trillion euro were approved by the EU as state aid 
in 2008-2012, out of which 1.6 trillion euro have been used – Figure 1 displays the European 
bank bailouts. 

Figure 1 

 
Source: European Commission State Aid Scoreboard 2012/billions of EUR – amount approved 1 October 2008 to 
1 October 2012, amount used 1 October 2008 to 31 December 2011. 

The BRRD framework aims at reducing drastically the possibility of further bail-outs and 
“should ensure that shareholders bear losses first and that creditors bear losses after 
shareholders”, as stated in paragraph 5 of the BRRD’s Recital and further in the Directive text. 

The purpose of this paper is to assess, through game theory analysis, to what extent this 
framework covering bank resolution has the potential and ability to meet its purpose in practice. 

 

Review of existing information 

While there is an enormous number of papers and articles concerning, at individual level, each 
one of the topics covered by the present paper – game theory, financial stability and bank failure 
& resolution – the approach hereby proposed is new and lightly explored, probably due to the 
relatively novelty of the Directive (2014) and data derived from its application being therefore 
limited and mostly uncertain. 

In view of documenting for this paper, we could identify three articles that envisage a game 
theory analysis with regard to banking resolution: A theory of failed bank resolution: 
Technological change and political economics (DeYoung et al., 2012), Strategic Games with 
Incomplete Information (Trost, 2013) and A macro approach to international bank resolution 
(Schoenmaker, 2017). 
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The third article in the above enumeration examines the decision for the best resolution strategy 
(single point of entry or multiple point of entry – SPE vs. MPE) through game theory – it is of 
no relevance for our paper as it focuses on a specific type of negotiation during the resolution 
planning phase between the involved resolution authorities, a different topic altogether than our 
present purpose. 

The second article in the above list studies with game theory analysis the strategies of two 
depositors of a likely to fail bank – their strategies, based on different sets of information 
(incomplete and asymmetric) scenarios with regard to their decisions to retreat their deposits or 
not – an assessment of how bank runs occur, pushed by a liquidity crisis driven by depositors. 
This article is also out of scope with regard to our purposes in the present paper. 

The first article in the above list models the failed bank resolution process as a repeated game 
between a utility-maximizing government Resolution Authority (RA) and a profit-maximizing 
banking industry. The paper’s conclusion is that due to limits of resolution tools and due to 
political & economic pressure incentives are created for the RA to bail-out failed complex 
banks; the inability of the RA to credibly commit to closing failing complex banks creates an 
incentive for bank complexity. 

The analysis of DeYoung, Kowalik and Reidhil was performed before the introduction in 2014 
of the BRRD framework. This new resolution framework works exactly towards increasing the 
limits and potentiating the powers of the resolution tools available for RA and towards 
decreasing the economic and political pressure for RA, with the purpose, among others, to 
eliminate bail-outs. The analysis in our paper will try to capture a conclusion if the BRRD has 
the potential to fulfil its intent and how could the DeYoung, Kowalik and Reidhil model be 
improved in order to offer a more palpable solution for avoiding bail-out solutions and ending 
the too-big-to-fail (TBTF) paradigm. 

Through the BRRD, the main tools at RA’s disposal consist of the bail-in(1), a “smaller brother” 
for the bail-in in the form of the power to write down and convert capital instruments (both of 
which insure that losses are supported foremost by shareholders and creditors, therefore limiting 
possibility and amount of bail-out). Secondly, as institutions are subject of resolution plans and 
are required to provide reports, in a going concern basis (EBA, 2017), that would facilitate the 
valuation of the banks, hence reducing to a certain degree the difficulties posed by complex 
institutions as presented in DeYoung et al. Reidhil model. 

 

Analysis 

3.1. Bank failure, contagion and liquidity crunch 

One of the core principles of a free economy is that failing of economic agents, even if they are 
credit institutions, cannot be avoided and should not be avoided in order to allow the exit from 
the market of underperforming players. Salvaging failing institutions can be translated as 
rewarding the weakest performers in the economy and not the best-performers. 

Banks are a special kind of institutions in the sense that chiefly their cash base is established by 
depositors’ funds (depositor becoming bank’s creditors); banks link through their payment 
services different economic players enabling fast and reliable trading; last but not least most of 
banks’ assets are very difficult to value (due to their complexity), more so in an economic 
crunch (high volatility of assets) and in a short time-frame. As such, authorities have plenty of 
incentives to save a failing credit institution in order to preserve the market functioning, trust 
among participants and preserve depositors’ funds, further avoiding contagion economy wide. 
Several articles area treating in detail the statements from this paragraph. Below are some 
concluding excerpts of these articles: 
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What happens when a bail-out occurs: “the financial market liquidity of today is preserved at 
the cost of increasing the moral hazard incentives of financial market participants in the future. 
In other words, policymakers trade market discipline in exchange for market liquidity” 
(DeYoung et al., 2012). 

“Since [everyone] has expected a bailout when Lehman Brothers failed, bailout which did not 
occur, market participants began to wonder if authorities have the power to rescue financial 
institutions that are collapsing and hence panic installed, leading to a second wave of collapses” 
(Cochrane, 2010). 

“The more complex the financial instrument, the harder it is to evaluate it. Credit Rating 
agencies, being paid for their evaluation by the issuer, hence in a questionable moral hazard 
situation, have proceeded to issuing positive recommendations of the financial instruments” 
(Căpraru, 2017). 

“The players in the market are interconnected. Due to the difficulty in evaluation, it cannot be 
fully assessed what is the risk position of any participant and what would be the actual loss 
given its default. This is part of the contagion effect: financial companies are not aware which 
of their counterparties hold substantial risk and hence stop conducting business with them” 
(BNR, 2008). 

“Also, there seem to be different causes to the failure of a bank, and its spread through contagion 
to the system, such as macroeconomic failures, deficiencies of financial sector supervision and 
regulatory policies and practices, excess of poorly understood innovations in financial 
engineering and imprudence of large private financial institutions” (Truman, 2009). 

3.2. Liquidation, bail-out or resolution action – the practice 

Although the BRRD framework is clear that bail-outs should be quasi non-existent, closing 
through insolvency procedure should be the norm and tools for resolution actions are well 
defined and should be enforced, the actual bank failing occurrences show that high stress was 
exerted on RA, forcing them to ponder the economic and political pressure and the market 
discipline versus using public funds, as defined in the DeYoung, Kowalik, Reidhil model. 

Recent examples of such occurrences are of Banca Popolare di Vicenza S.p.A. and Veneto 
Banca S.p.A. in Europe: ECB made a clear statement in June 2017 of the failing of the Italian 
banks; in the same day, SRB although agreed to ECB’s failing determination, has concluded 
that for these two banks, resolution action is not warranted in the public interest. However, the 
Italian government could have not afforded that hundreds of thousands of depositors would, at 
least temporarily, lose their access to their funds and hence resorted to a scheme that allowed 
for the business transfer to an acquirer, conditional of the injection of cash and of the provision 
of guarantees by the Italian government (European Parliament, 2017), so to an extent applying 
bail-out as a result of economic and political pressure in the face of a liquidity squeeze. The 
cash amount injected by the Italian government amounted to EUR 4.78 billion in addition to 
EUR 6.8 billion non-cash/guarantees. The actions described in the cases of the two Italian banks 
are not singular and are emphasized by several public statements out of which some passages 
are extracted below. 

“In view of the existing mismatch between European oversight and national liability, the 
objectives and interests of the several stakeholders involved are not aligned. As of now, we can 
ponder whether the intrinsic goal of preserving financial stability is being superseded by a self-
protective interpretation of the European institutions’ mandate” (Costa, 2017). 

“The recent developments in Spain and Italy showed that investors will shy away from 
acquiring banks in an early stage of distress and wait for the opportunity to bid for these banks 
in a resolution context at distressed prices or under liquidation proceedings. At the same time, 
in the current context where MREL(2) compliance is far from being attained, whenever an event 
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changes risk perception, short-term investors in that institution’s ‘bail-in-able’ securities will 
trample over each other to reach the exit before bail-in. As they form a disorderly queue at the 
exit, the price of these securities will collapse, triggering a series of contagious mechanisms 
including rating downgrades and ultimately bank runs, potentiated by the corporate deposit 
base” (Costa, 2017). 

“Faced with collapsing prices, and declining confidence, the rating agencies will downgrade 
bail-in securities. More stoic holders of bail-in securities who had resisted the urge to sell in the 
first wave will now be forced to sell as a result of investment mandates limiting the holdings of 
low-rated instruments. (...) However, there will be wider knock -on effects where these 
instruments are being used as collateral for other instruments or where their prices are used to 
price other, less liquid, assets. Hedge fund clients will bolt for the exit, forcing hedge funds to 
raise liquidity by selling otherwise unconnected assets. These indirect effects will give an 
impression that strong, hidden undercurrents are driving financial markets, which will cause 
aggregate uncertainty to rise, triggering a general risk aversion and further liquidation of assets. 
There are many avenues through which the correlation of asset prices tends towards 1 during a 
period of stress. Collapsing asset prices will undermine the position of banks. Bail-in securities 
will bring forward and spread a crisis, not snuff it out.” (Persaud, 2014). 

“Prohibiting bailouts is not necessarily desirable, however: it induces intermediaries to become 
too liquid from a social point of view and may, in addition, leave the economy more susceptible 
to a crisis” (Keister, 2010). 

As shown above, both theoretic literature, as well as practical cases show that short-run political 
or economic pressure support a too-big-to-fail (TBTF) policy; this inability of regulators to 
credibly commit to closing failed complex banks encourages continued or increased bank 
complexity, a conclusion presented also in the original game developed by DeYoung, Kowalik 
and Reidhil. 

3.3. Modelling the game 

The approach proposed in this paper considers modelling some other specifications to the game 
introduced by DeYoung, Kowalik and Reidhil in order to align it with the BRRD framework 
and to be able to offer applicable solution to the bail-out issue. 

One of the modifications we propose to the original game is to introduce the size of an institution 
(group) in addition to its complexity as a parameter of the game, more exactly as an outcome 
for the bank’s action. The original model discarded size as having relevance for the decision of 
the authorities; we believe that size could actually be directly linked to the economic and 
political pressure that RA face when deciding to bail-out or not. The complexity of an institution 
is a direct driver for the time needed to perform an evaluation and for the confidence in the 
evaluation (that could be translated in an additional discount in case of sale). The size of the 
bank implies that there will be more counterparties involved, more depositors and creditors that 
would bear losses and hence contribute to a potential liquidity crunch. 

In their 2014 paper, Laeven, Ratnovski and Tong find that systemic risk increases with bank 
size. Their results indicate that one standard deviation increase in total assets increases the 
bank’s contribution to systemic risk by about one third its standard deviation when measured 
by CoVAR, and by half its standard deviation when measured by SRISK. 

By introducing this measure of a size, there are four states that a credit institution can be: 

Table 1. Proposal on categorising banks based on size and complexity. 
 Complexity 

Size 
 Simple Complex 

Small A B 
Large C D 
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To better define size and complexity, the following elements are taken into considerations: 
 Size is measured by total liabilities of the bank, as ultimately the bank (and indirectly the 

accountable authorities) are responsible for safeguarding and preserving the values entrusted 
by the depositors and creditors. 

 Complexity is measured by the proportion of complex assets in total assets. These are the 
assets that require more time and effort to be valued and due to the specific of these type of 
uncommon assets might be subject to higher discount rates in case of a fire-sale. We follow 
the definition of complex assets introduced in the original model: complex loans are difficult 
to value and the complex loan production process (e.g., originate, securitize and sell; 
financial market rather than deposit funding; off-balance sheet obligations) is opaque and 
difficult to unwind in bankruptcy and hence generates larger failure externalities. 

RA would rather want all banks to be in A state, that would be most easily to allow for effortless 
and without economic contagion liquidation. Banks, on the other hand, would like to be in D 
state that allows for synergies and more efficient cost allocations, cash-flow distributions (as a 
matter of size) and more profitable output (as a matter of complexity). The D state would most 
likely guarantee a bail-out, also the shareholders would be first subject of bail-in, so the 
possibility of a bail-out is no longer a driver for shareholders. 

States B & C are borderline between the A and D states. If we consider the arguments taken in 
the original model, that simple institutions, no matter how large, would allow for rapid and 
efficient liquidation, inducing minimum tension in the real economy, C state also suits RA 
(although not ideal). Similarly, if a bank is complex but small (state B), its failing would have 
limited contagion effect, so liquidation could still be applicable. RA would apply liquidation in 
states B & C with probability p1, whereas in state A liquidation is the only action taken by RA. 
In state D, RA would apply liquidation (closure) with probability p2, where p1>p2. 

Another alteration to the original game design would be in the equation (3), where the expected 
bailout subsidy φb would now be zero, hence BRRD clearly states that before applying any 
resolution action, shareholders and creditors should bear losses, and a minimum of 8% the 
bank’s liabilities and share capital should be used to cover the losses before accessing any kinds 
of state aid. These provisions, in our view, reduce to 0 the bailout subsidy. 

Figure 2. Game tree for bank and resolution authority possible actions 

0. 
Shareholder

1. State A
∏1

3. State D
∏3

4. Close
U4

2. State B or C
∏2

5. Bail‐out
U5

6. Close
U6

7. Bail‐out
U7

8. Close
U8

9. Bail‐out
U9

Shareholders/Bank Action Resolution Authority Action

 
Where: 
Profits of the bank fall under the condition: ∏1 < ∏2 < ∏3 
Utilities for the Resolution Authority fall under the conditions: U4 > U5; U6 ~> U7; U9 > U8. 
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The Banks have a “dominant strategy”, respectively to choose the D state that offers the highest 
profit. As there is no correlation between size & complexity and probability of default (there 
cannot be attributed a higher chance of default to D state bank than to an A state bank) and 
given that under closure and bail-out, shareholders are either way subject of bail-in, banks have 
a dominant strategy, choosing the same path irrelevant of what RA’s action. 

RA’s strategy consists of a “best reply strategy”: liquidation with almost certainty(3) in State A 
of a bank, closure with probability p1 in States B and C of a bank and closure with probability 
p2 in case the bank is in State D. 

The game is of imperfect information due to the fact that the actions of the Resolution Authority 
are not certain and depend on the moment’s incentive for policy enforcement or liquidity 
preservation. 

The BRRD framework tries to foster a dominant strategy for RA represented by the closure 
action: bail-out to be left out and use of resolution actions if in the public interest. As we have 
shown above, the application of resolution tools could also require public funds (even if limited 
to state guarantees). The larger and the more complex the entity, the higher the probability that 
public funds (in a way or another) would be used (maybe only temporarily) to solve the failing 
institution. 

The question, in these circumstances, is how to incentives the banks to play “State A”, action 
that would allow for an equilibrium in dominant strategies, being also in the public interest in 
terms of resolving banks without utilizing public funds. Equilibrium in dominant strategies 
before the BRRD would have been “State D”, with RA playing bail-out. 

The response to this question comes from different resolution authorities’ proposals: Bank of 
England’s ring-fencing proposal, Deutsche Bundesbank’s view on “small banking box” and the 
Federal Reserve Bank of Minneapolis’ Plan to end too-big-to-fail (TBTF). 

Bank of England’s proposal is straightforward and proposes a structural reform, also known as 
ring-fencing, with the purpose to separate banks’ retail banking activities from their wholesale 
and investment banking activities. This will address both size and complexity matters discussed 
above, forcing banks to adopt the A state action. While FED Minneapolis’ plan is much deeper 
and has more proposed actions, two fundamental aspects address the question raised above: 
individual large banks that are systemically important are subject to extraordinary increases in 
capital requirements, leading many to fundamentally restructure themselves and reduce 
unnecessary regulatory burden on smaller banks. These are two actions that force and 
incentivize the banks to choose the State A. Although this action does not lead to a 100% closure 
action from RA in case of failing, the institution will be more easily resolvable and would highly 
decrease any economic and political stress on the RA with regard to its action. 

 

Conclusion 

Banking is probably the industry with the highest rate of bail-outs. Governments are reaching 
for legal frameworks that would discourage such salvage actions that require public financing, 
however, the path is not clear. If the past literature showed that resolution tools capable of 
dealing with failing banks were needed, recent bank failures show that not the actual resolution 
technologies are the limit, but rather the economic and political pressure drives the resolution 
authorities’ decision. 

Through a game theory approach we showed that banks are incentive by their profits into 
reaching complex and large forms, both of which inhibit liquidation or resolution action by 
driving a higher pressure from the point of view of economic and political pressure on the 
resolution authorities. In our view, the response should be transposed as a requirement from the 
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regulatory perspective that would require banks to have simpler and smaller structures (coercive 
approach) and also encourage this direction through different facilities offered to smaller and 
simpler banks. Such a hybrid approach is proposed by FED Minneapolis, while a pure coercive 
approach is proposed by the Bank of England. 

While there might be other approaches from the perspective of the authorities, the result should 
be the same: banks should have smaller and simpler structures. Measures to prevent failure 
cannot be a panacea for the complexities of the banking activity and, in a free market, 
underperforming players should be allowed to exit the market. For banks, these exists should 
occur with minimal externalities, a desideratum that can be achieved by means of limiting the 
size and the complexity of each bank. 
 
 
 
 
Notes 
 
(1) The opposite of the bail-out, where the funds for stabilizing the failing bank come from within instead of from 

the outside of the institution. 
(2) Minimum Requirement for own funds and Eligible Liabilities 
(3) It can be argued that under severe systemic stress, RA could opt to save even small /un-complex institutions, 

hence a probability of 1 cannot be attributed even in this scenario. 
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